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Abstract. A new non-Archimedean approach to interacted gumarields is presenteth proposed
approach, a field operater(x, t) no longer a standard tempered operator-valuedidison, but a
non-classical operator-valued function. We proviagithis novel approach that the quantum field
theory with HamiltoniarP (¢), exists and that the correspondifig algebra of bounded observables
satisfies all the Haag-Kastler axioms except Lareotvariance. We prove that thép?™),,n > 2
guantum field theory models are Lorentz covariant.

1. Introduction

Extending the real numbeRsto include infinite and infinitesimal quantitiesginally enabled

D. Laugwitz [1] to view the delta distributiaf(x) as a nonstandard point function. Independently
A. Robinson [2] demonstrated that distributionslddie viewed as generalized polynomials.
Luxemburg [3] and Sloan [4] presented an alterngpeesentative of distributions as internal
functions within the context of canonical Robinsaheory of nonstandard analysis. For further
information on classical model theoretical nonstaddanalysis namelySA , we refer to [5]-[8].
Abbreviation 1.1In this paper we adopt the following canonical tiotss. For a standard sEétwe
often writeE;. For a seE; let °E; be a sétEg, = {*x|x € Eg}. We identifyz with °z i.e.,z = 9z
forallz € C. HencePEy = Ei if EC C,e.9.°C=C, °R=R, °P =P, °L} =L, etc.

Let"R. "Rey, "Ren, “Re, and*N,, denote the sets of infinitesimal hyper-real nurabpositive
infinitesimal hyper-real numbers, finite hyper-reaimbers, infinite hyper-real numbers and infinite
hyper natural numbers, respectively.

Note that:*]Rﬁn = "R\"Ry , "C = "R +i'R, *Cip, = "R + "Ry -

Definition 1.1 Let{X, ||:]|} be a standard Banach space.¥ar*X ande > 0, ~ 0 we define the
open~-ball aboutx of radiuse to be the sk, (x) = {y € *X|*||x — y|| < €}.

Definition 1.2 Let {{X, ||-]|]} be a standard Banach space; X, thus*Y c *X and letx € *X.Thenx

*oo

is an- accumulation point ofY if for anye € "R, there is a hyper infinite sequer{es, },,_,in *Y

such that{x,,}.=, N (B, ()\{x} # 0).

Definition 1.3 Let {{X, |||} be a standard Banach spaceYet *X,*Y is = -closed if any
x-accumulation point ofY is an element GfY.

Definition 1.4 Let {{X, ||:|]|} be a standard Banach space. We shall say thatahteyper infinite
sequencéxn};‘ﬁlin *X is*-converges ta € *X asn — *oo if for anye € "R, there isN € *N such
that for anyn > N: *[|x — y|| < &.

Definition 1.5 Let {{X, |I*llx}, {{Y, lI']ly} be a standard Banach spaces. A linear internahtupe
A:D(A) € "X - 'Y is=* -closed if for every internal hyper infinite sequel{mn};‘il in D(A) *
-converging tac € *X such thatdx,, » y € *Y asn - *o one hax € D(A) andAx = y.
Equivalently A is #-closed if its graph is -closed in the direct suiiX @ *Y.

Definition 1.6 Let H be a standard external Hilbert space. The grapheonternal linear
transformatiorT: *H — *H is the set of pairfp, Te)|¢ € D(T)}. The graph of’, denoted by'(T),
is thus a subset 61 x *H which is internal Hilbert space with inner prodgb,, Y1), (9., ¥,)) =



(1, 92) + (Y1,¥,).The operator is called as-closed operator if"(T) is a* -closed subset of
Cartesian produciH x *H.

Definition 1.7 Let H be a standard Hilbert space. [gtandT be internal operators on internal
Hilbert spacéH. Note that iflr'(T,) > I'(T), thenT; is said to be an extension®and we writel; D
T. Equivalently,T; o T if and only ifD(T;) 2 D(T) andT,;¢ = T for all € D(T).

Definition 1.8 Any internal operatdf on *H is #-closable if it has a-closed extension. Every
x-closable internal operat@rhas a smallestclosed extension, called isclosure, which we denote
by *-T.

Definition 1.9 Let H be a standard Hilbert space. [[ebbe ax-densely defined internal linear operator
on internal Hilbert spacei. LetD(T*) be the set op € *H for which there is a vectdre *H with
(TY, p) = (¢, &) for allyp € D(T), then for eaclp € D(T*), we defineT* ¢ = £. T* is called the:
-adjoint ofT. Note thatS c T impliesT* c S*.

Definition 1.10 Let H is a standard Hilbert space +Alensely defined internal linear operafoon
internal Hilbert spacéH is called symmetric (or Hermitian)if c T*. Equivalently,T is symmetric

if and only if (Te,) = (¢, TY) for all o, € D(T).

Definition 1.11 Let H be a standard Hilbert space. A symmetric intelinabr operatof” on internal
Hilbert spac€eH is called essentially sek-adjoint if itsx-closurex-T is self x-adjoint. If T is
x-closed, a subsét c D(T) is called a-core forT if = (T T D) =T.If T is essentially

self x-adjoint, then it has one and only one selédjoint extension.

Let F be the standard Fock space [9],[10] for a massi@etral scalar field in four-dimensional
space-time [10]. The elements*®f are internal sequences of functions on internahamum
spacéR3. Let the standard annihilation and creation opesdbe normalized by the relation

[a(k), at (k)] = 83(k — k). (1.1)

so that the free-field Hamiltonian with finite montem cut-off ¢ € °R is
Hoo = [ee @T(KDalp()d?k, u(l) = I + k3+13 . (1.2)
From (1.1) by transfer one obtains
[*a(k), *a’ (k)] = *83(k — k"), (1.3)
so that internal free-field Hamiltonian with hypeite cut-off € R, is
Hope = S "@T ) ("all)) Cul)) k. (1.4)

Thet = 0 internal field*¢, (x) with hyperfinite momentum cut-off € *R,., is

* 1 * * _—i * * d3k
©,(x) = eTSER flklsx e~ {ED[at(k) + *a(—k)]= (1.5)

(V20)

The spatially cut-off internal interaction Hamiltan with hyperfinite momentum cut-off € *R .,
is

*

"Hin(9) = 220 () Sesjon™ Tpepuaton™ Do "a7 k) "0t (ky ) a(=ljer)



x a(=ka) ("9 (Bioy ki) ) TTiy "u()2d3k;. (1.6)
We also need internal number operator with hypigfimomentum cut-offr € "R .,
Noe = [ @t k) "all)d®k (1.7)
and the domain

Do,z = Npen D(*H&x)- (1.8)

Remark 1.1 Note that the domaif, ,, is a nonstandarekternal set so there is no standardBeduch
thatDOIK = *D
Proposition 1.1 Let W, be a standard operatidf,: F — F of the form

Wo = Ji 1o i 2o Wty s km) @tk 1) = a(—km) T2, 4K (1.9)
and letN,; be a standard operat¥y: F — F of the form
No = fien a7k (k. (1.10)
Assume that for alt such thad < o < o the inequality holds
S I xo (ks oo, ki)W (ky o, ki) TIEZ d3R; < 0o,

wherey, (kq, ..., k) = 1if |k;| < o foralll < i <m, andy,(ky, ..., k) = 0 otherwise. Then for
all ¢ such thad < o < oo and for allj such thatj| < m the inequality holds

||(Na+1) S, + D )Hs

1

< (ff Holhys o ) WP (kg s o) Ty @3, ). (1.11)

Proposition 1.2 Let *IW,, be internal operatdil,,: *F — *F of the form
W = frestore e tze Wk s lm) "at (e 1) =+ al=ln) TT72; d3K;. (1.12)
Then for allx such thatr € R, and for allj such thatj| < m,m € "N, the inequality holds

_J (m-))
||(1v,{ D IWL N, + 1) T || <

1
2

< (L0 s ) W2 O e i) TR B ) (1.13)

Proof It follows directly from (1.11) by transfer.
Remark 1.2 It follows from (2.11) that:
(1) *H;,,(g) is well defined on the domaiby, ,,,

(2) there is a&-closurex-*H,,,(g) with domainD(x -*H; ,,(g)) 2 Dy,
(3) external seb,,, is ax-core for*H;,,(g) i.e.,*- (*H;,,(g) T Dy,.) = *H;,(9)



Remark 1.3 The operatok-*H;,,(g) is external mapping-*H;, (g): *F — *F i.e., there is no
standard operatof: F —» F with domainD(T) such that:

(1) *D(T) = D(* -*H,,.(9)) and (2)'T I *D(T) =+-"H;,,(¢) I D(* -"H;,.(9)):

Thus we cannot derive the desired properties obfiegator -*H; ,,(g) by using Robinson transfer
principle [2]-[7].

As has been explained in [8] classical model th#mienonstandard analysiéSA does not power
enough to resolve the stated in [8] problems irstoistive quantum field theory related to physical
dimensiond = 4,

In order to avoid any difficulthess mentioned ahadmehis paper as in [8] we deal by using a non-
conservative extension &SA developed in [11].

Remind that Robinson nonstandard analysis (NSAyndaneloped using set theoretical objects
called super-structures [5]-[7]. A superstructu(§) over a se$ is defined in the following way:
Vo(S) =S, V1 (S) = V() U P(Vie(S)), V(S) = Unen V1 (S). MakingS = R will suffice for
virtually any construction necessary in analysisuided formulas are formulas where all quantifiers
occur in the form:vx (x ey = -+ ),3x (x € y — --- ). Anonstandard embedding is a mapping
x: V(X) - V(Y) from a superstructur&(X) called the standard universe, into another stjpetsare
V(Y) called nonstandard universe, satisfying the faihgwpostulates:

1.Y="X

2. Transfer Principle For every bounded formula(x,, ..., x,) and elements,, ...,a, € V(X) the
property®(a,, ..., a,) is true foray, ..., a, inthe standard universe if and only if it isetrior

*ay, ..., "a, in the nonstandard univerk€Xx) f ®(xy, ..., x,) © V(¥) fd(Cay, ..., "an).

3. Non-triviality For every infinite setd in the standard universe, the $&t|a € A} is a proper
subset of A.

Definition 1.12 A setx is internal if and only ifc is an element of A for somed € V(R). Let X be
a set andl = {4,};¢; a family of subsets ok .Then the collectiom has the infinite intersection
property, if any infinite sub collectighc I has non-empty intersection. Nonstandard univesrge-i
saturated if whenevéH; };c; is a collection of internal sets with the infanintersection property and
the cardinality of! is less than or equal to

Remark 1.4 For each standard univerge= V (X) there exists canonical languaggeand for each
nonstandard univer$€ = V(Y) there exists corresponding canonical nonstaridagliage

"L = Ly [5.[7]

4. Therestricted rules of conclusion If Let A andB well formed, closed formulas so thgtB € *L. If
W E A, then=A W#zyp B. Thus, if a statemeunt holds in nonstandard universe, we cannot obtain
from formula —A any formulaB whatsoever.

Definition 1.13 [11] A setS < *N is a hyper inductive if the following statementdinV (Y):

NAgen(@ €S - at €5).
Herea* = a + 1.0bviously a setN is a hyper inductive.
5. Axiom of hyper infiniteinduction

VS(S € "NI{VB(B € "N)[A1ca<p(a €S - a* € )] » S = "N}.



Example 1.1 Remind the proof of the following statement: stane (N, <, =) is a well-ordered set.
Proof LetX be a nonempty subset & Suppose X does not have deast element. Then consider
the seN\X. CaselN\X = @. ThenX = N and sd) is a< -least element but this is a contradiction.
Case2N\X # @. Thenl € N\X otherwisel is a< -least element but this is a contradiction. Assume
now that there exists somes N\X such thah + 1, but since we have supposed tkiatoes not have
a< -least element, thus+ 1 ¢ X. Thus we see that for allthe statement € N\X implies that

n + 1 € N\X. We can conclude by axiom of induction thag N\X for alln € N. ThusN\X = N
impliesX = @. This is a contradiction t& being a non-empty subsetdfRemind that structure

("N, <, =) is not a well-ordered set [5]-[7]. We set n&w= *N\N and thuéN\X; = N. In contrast
with a setX mentioned above the assumptiog *N\X; implies thatr + 1 € *N\X; if and only ifn

is finite, since for any infinite € *N\N the assumption € *N\X; contradicts with a true statement
V(Y) En ¢ *N\X,=N and therefore in accordance with postulate 4 waaiBobtain frormm € *N\X;
any closed formul® whatsoever.

For further information on non-classical nonstaddamalysis namelNSA*, we refer to [8]-[13].
Abbreviationl.2 In this paper we adopt the following notations Bjr a standard sé&twe often
write E, let °Eg. = {"x|x € Es:}.We identifyz with °z i.e.,z = 9z for allz € C. HenceEg = Eg

if ESCeg.’C=C R=R, etc. Let'RE, "RE ., "REL,,"REq, “RE,, "N, de-note the sets of
Cauchy hyper-real numbers, Cauchy infinitesimaldmyi@al numbers, Cauchy positive infinitesimal
hyperreal numbers, Cauchy finite hyper-real numb@asichy infinite hyper-real numbers and infinite
hypernatural numbers, respectively. Note ﬂ%ﬁ,ﬁn = "R¥I\'RZ .

Definition 1.13 Let H be external hyper infinite dimensional vector spacer the complex field

*C# = *R¥ +i*R¥. An inner product ol is aC#-valued function{-,-): H x H — *C#, such that (1)
(ax + by, z) = (ax,z) + (by, z), (2){x,y) = (y,x), ) ||x|I? = (x,x) > 0 with equality(x, x) = 0 if
and only ifx = 0.

Theorem 1.1 (Generalized Schwarz Inequality) 4éf, (-,-)}be an inner product space, then for all
x,y € H: |{x,¥)] < |lx|llly]| and equality holds if and onlyif andy are linearly dependent.
Theorem 1.2 Let{H, (-,-)}be an inner product space, afigl||s = +/(x,x) . Then||-|| is a*R¥ -
valued#-norm on a spack. Moreover(x, x) is #-continuous on Cartesian prodéttx H, whereH

is viewed as thé-normed spac€H, |||l 4}

Definition 1.14 A non-Archimedean Hilbert spaékis a#-complete inner product space.

Two elementx andy of non-Archimedean Hilbert spaéeare called orthogonal ifx, y) = 0.
Definition 1.15 The graph of the linear transformatibnH — H is the set of pair§(¢, T¢)|(¢ €
D(T))}. The graph of the operat®y denoted by’ (T), is thus a subset éf x H which is a non-
Archimedean Hilbert space with the following inpeoduct({¢, ), (¢, ¥,)). OperatorT is

called a #-closed operatorTifT) is a #-closed subset Hf x H.

Definition 1.16 Let T, andT be operators on H. If(T,) o I'(T), thenT; is said to be an extension
of T and we writel’; o T. Equivalently:T; o T if and only ifD(T,) o D(T) andT;¢p = T¢ for all

¢ € D(T).

Definition 1.17 An operatoiT is #-closable if it has #-closed extension. Eve#tclosable operator
has a smallest-closed extension, called itisclosure, which we denote By T.

Theorem 1.3 If T is #-closable, thelf (#-T) = #-T'(T).

Definition 1.18 Let D(T™*) be the set op € H for which there is aé € H with (Ty, ) = (¢, &) for
ally € D(T).For eachp € D(T*), we definel* ¢ = £.The operator* is called thet-adjoint of T.
Note thaty € D(T*) if and only if|[(Ty, )| < C||ly]|4 for ally € D(T). Note thatS c T implies

T* cS.

Remark 1.5 Note that fog to be uniquely determined by the conditi@h, ¢) = (¥, ¢) one need



the fact thaD(T) is #-dense irH. If the domainD (T*) is #-dense i, then we can defind** =
(T)"

Theorem 1.4 LetT be a#-densely defined operator on a non-Archimedean Hikaced. Then: (a)
T* is #-closed. (b) The operat@ris #-closabie if and only iD(T*) is -dense in which cage= T*".
(c) If T is #-closable, therf#-T)* = T*.

Definition 1.19 Let T be a#-closed operator on a hon-Archimedean Hilbert spadecomplex
numberl € *C¥ is in the resolvent sei(T), if A — T is a bijection of D(T) ontoH with a finitely or
hyper finitely bounded inverse. If complex numbeg p(T), R; = (Al — T)™1 is called the resolvent
of T atAh.

Definition 1.20 A #-densely defined operat@ron a non-Archimedean Hilbert space is called
symmetric or Hermitian it < T*, that is,D(T) c D(T*) andT¢ = T*¢ for all ¢ € D(T) and
equivalently,T is symmetric if and only ifT¢, ) = (@, Ty) for allp,y € D(T).

Definition 1.21 A #-densely defined operatdr is called sel#-adjoint if T = T*, that is, if and only
if T is symmetric and®(T) = D(T™).

Remark 1.6 A symmetric operatdF is alwayst#-closable, sinc®(T) #-dense irf. If T is
symmetric,T* is a#-closed extension of’ so the smallest-closed extensiofi** of T must be
contained irf"*. Thus for symmetric operators, we hdve T** c T, for #-closed symmetric
operators we have = T** c T* and, for self#-adjoint operators we hale=T** = T*. Thus a
#-closed symmetric operat®ris self+-adjoint if and only ifT* is symmetric.

Definition 1.22 A symmetric operatdF is called essentially seif-adjoint if its#-closure#-T is self-
#-adjoint. If T is #-closed, a subsé c D(T) is called a core foF if #-T D =T.

Remark 1.7 If T is essentially self-adjoint, then it has one and only one selidjoint extension.
Theorem 1.5[8] (see [8], sect.15.1) j € S, (*RE#3) is real, then

Hy(9) = Ext- [yt @3 (0): () ¥ (1.14)

is essentially self-adjoint on the domaing,, = N, 2, D(HiL,).

Heregj: (x) is a nonstandard pointwise-defined operator vafuadtiong}: "R%® — L(F*)
#(x) = —— Ext- [, _ (Ext-exp[~i(k, 0)])[a (k) + a(—k)] < et (1.15)
P @)/ Ikl pL=U J2u®)’ '

wherex € *RE, ..
The main purpose of the present paper is to extendesult of [8] tol(¢?™),,n > 2. Our notation
and definitions are the same as in [8].

We remind that for every functighe C,”(*R¥%,, "R¥ ), ), the averaged free quantum field

i) = # Ext- [, (Ext-exp[ tu(k) — i(k, )D[a’ (k) + a(=1)] f(x)%d#‘*x, (1.16)

is a self#-adjoint operator on a non-Archimedean Fock sgat¢s].
A non -Archimedearf;-algebra of local observable¥ is defined as the-#orm #closure [8]

A = #-U, A*(0), (1.17)

where the union takes place over bounded redionisspace-time, anti* (0) is the von Neumann
#-algebra generated by [8]



{Ext-exp (i(pff(f) + inﬁ(f)) If € ng(*Rf,‘f*in, *[R{ﬁﬁn)}.
A non —Archimedean near stand#@iff-algebra of physical local observab®%(0) is defined as
AL(0) = {Q e U*(O)IIIQll4 € "RE, fin}-

Let G be the restricted Poincare group of transformatmfm-dimensional Minkowski space-time
M, . Poincare transformatiorﬁa, A%‘l)} € °G generated by a Lorentz boosts alongithdirection
i = 1,2,3 and space-time translatian- x + a,a = (a!, a?,a3,7) are

fA)n -

= (a' + x cosh B; + tsinh B}, + x'sinh B; + t cosh B, a? + x2, a3 + x3), (1.18)
ano-

= (a' + x1,a? + x% cosh 8, + tsinh B, a® + x3,7 + x? sinh B, + t cosh 8,), (1.19)
)

= (a® + x1,a? + x%,a® + x3 cosh B3 + t sinh B3, T + x1 sinh 5 + t cosh B3). (1.20)

Theorem 1.6 For every{a, A(ﬁ?} € 9G,i = 1,2,3 and for every bounded séx c *R*3 there exists a

¢ fin

unitary operator&{’, i = 1,2,3 such that, for alf € C,” ("Rf%,, "R¥ )
Ug) [Ext-exp(ipfi (£) )] (Ug)) ~ Ext-exp <i(p,"jt <f{a,/1§?}> >, i=123, (1.21)

Wheref{a,Agz}(x, t)y=f ({a, A%‘L)} (x, t)). This mappings extends to a representati{%[}lgz} of

x-automorphisms ofl*such that
) # ~ or# ® :_
o)) (9140)) ~ ut ({a A } 0),z =1,23. (1.22)
The formal expressions for the Hamiltonian and btré¢ransformation generators are given by [8]
Hye = Ho + Hyye = Ext- [,y (Toxe () + Ty (x)) d3x, (1.23)
MY = Mo + My, = Ext- [ ¥ (To,e(x) + Ty () 35, = 1,23, (1.24)
where
1 #2 2.  #2 # o # 2 # o # z #oo# z
Ton(x) = > | () +m=: piie(x): +: (axlgo},(x)) i+ (6x2<p},(x)) i+ (6x3<p},(x)) :] (1.25)

is the free energy density with hyperfinite cutsfe "R, ,,, and where the interaction energy
densityT; ,,(x) reads



Ty (x) =: 2" (x)-. (1.26)
Formally one verifies the commutation relations
[iH,, M%*] = P¥,k = 1,2,3 (1.27)
and
[iH,, B¥] = 0,k = 1,2,3, (1.28)

whereP, k = 1,2,3 are the momentum operatd}$ = Ext- [+ P¢ (x) d**x with densities defined

by
PF(x) = [ 5 (%) 05 0 (x): +:0F i COmh (x): ] (1.29)

We wish to prove thatxt-exp(iB)M2* implements Lorentz rotations on suitable domain

Ext-exp(iBMO)|@f (x, t)|Ext-exp(—ip M) | = @ (A7 (x, ) ),k = 1,2,3, (1.30)
K\, # k # %k)
where
@l (x,t) = [Ext-exp(itH,)] @} (x)[Ext-exp(—itH,,)], (1.31)

andA (x, £) = {o “‘)} (x,t).
In differential form (1.30) becomes

[iM3¥, ok (x, )] = toF @i(x, t) + x,0f @i (x, £), k = 1,2,3. (1.32)
We define now

M3¥(t) = [Ext-exp(—itH,)|M2*[Ext-exp(itH,)], k = 1,2,3, (1.33)
and using the commutation relations (1.27) and3jlu& obtain

Sy (ad(=itH,)) MP¥
ri#

MO (t) = Ext- = Mk — tBk, (1.34)
since second order and higher terms wanish identically. Thus we get
[iM2¥, 3 Cx, )] = [Ext-exp(itH,)][iMZ* (1), ok (x, 0)] [Ext-exp(—itH,)] =
= [Ext-exp(itH,)][iM3* — itPk, pf (x, 0)][Ext-exp(—itH,)], k = 1,2,3. (1.35)
Sinceg;: (x,0) commutes wittM; ,, by a standard computation we get
[iMY¥, ki (x,0)] = [iM3%, ki (x,0)] = x,mfi(x,0),k = 1,2,3. (1.36)
Also we get

[iPX, 0¥ (x,0)] = xk(pﬁ(x, 0),k =1,2,3. (2.37)

Substituting (1.36) and (1.37) into (1. 35), weadbthe desired commutation relation (1. 32).



The three main steps to convert the above arguimina rigorous proof are (a) to introduce a spatia

cut-off into the Lorentz boost generators in suetag that we obtain a setf-adjoint operatorsM,‘},’fq,

k = 1,2,3; (b) to show that for suitable bounded regions *R¥3. | (1.34) holds in the sense that for

¢ fin?
*oo #3 #
everyf € Co (*Rc,fin' *Rc,fin)'

[iM205 (), 02 (D] = [iMR5 — iBEg, 0k (], (1.38)

whereP}ﬁ‘_g, k = 1,2,3 are the locally correct momentum operators. Node (1. 38) states thM}?_’fg
are the locally correct Lorentz boost generatorstfe regior0 corresponding to the exact
cancellation of higher order terms in (1.34) is fédet that second and higher order termMj}fB(t)

are localizedv -outside regior® and hence: -commutes withp}?(f). From (1. 38) one obtains the
relations

. a* o*
(iM% (©, 02 (D] ~ —f (¢ 57 + 5 550) b = 1.2.3, (1.39)

and its direct consequence
[Ext-exp(iBMR%)| @i (x, ) [Ext-exp(—iBMR% )] = @f (A%k) (x, t)),k =1,2,3. (1.40)

Definition 1.23 If I* = [a, b]® = [a,b] % [a, b] X [a, b] is & cube iMRY%,, where[a, b] is an
#-closed interval ifR¥ ;.. A causal shadow df is defined to be the diamond

03 = {(xq, %0, x3,)|a+ |t] <x <b—|t];k =123} (1.41)

Remark 1.8 Note that because we can always translate in thiéiyen,, k = 1, 2, 3 directions, it is
sufficient to prove Theorem 1.6 for sé&ssuch that botl® andAg‘)O,k =1,2,3 are contained in
0,3 for some #closed interval ¢ *Rf ... The advantage of working omﬁ;}*m is that the locally
correct Lorentz boost generatdllﬁf‘ ,k =1,2,3 are bounded below.

2. Properties of the L orentz boost generators M,‘},’fq, k=123

In this section we consider the basic propertids}g andM,‘j,’fq, k = 1,2,3 -in particular, the first

order estimates they satisfy. Note tHa{, andM,‘},’fq,k = 1,2,3 are well defined operators on a non-

Archimedean Fock spad&’. We take the definition of #* and the definition of the pointwise-defined
time-zero field operators gR* as in [8] (see [8, Section 9]). The spatially offtHamiltonian is
defined as sel#-adjoint operator on a non-Archimedean Fock sit¢8].

Letg = {g0, 91}, Where g, = {ggk)},k =1,2,3 ,g(()k),gl € COOO(*R?%M, *]Rﬁ’ﬁn) andgék),gl >
0,k = 1,2,3. The spatially cut-off Hamiltonian reads

Hx,g = Hu(g) = HO,J{ + Tl,x(gl): (2-1)

whereT;, (f) = Ext-[f.pus f ()T, (x)d"x and

Ty (%) =: 2™ (x): (2.2)



is the interaction energy density. The operatpfg) has been studied in [8] and is known to be a
selt#-adjoint semibounded operator $fi. For the regiord,s, defined above in section 1 we set now

MR¥ = aHy, + Ty, (xkg(()k)) + Tp 5 (X 91) (2.3)
with « > 0, and
Tox(f) = Ext'f*ﬂg§3 f(x)To,z(x)d#3x.
We assume now that
a + 2,95 () = 9. () = 1. k = 1,23 0n I3 = [a,b]* € "R¥3,,, (2.4)

and two additional technical conditions on the {g,, g1}

x99 () = hE () 2 0,y € € ("REfns, "Rlgn), ke = 1,23 (2.5)
and
%91 (0) = |a + 1987 ()] 91 (). (2.6)

We rewrite now the operat®y ,,(f) as
Tow(F) = To) (F) + Ton (f) = Ext-f, _ Ext- [, t® (s, kp)a (kyalky) d¥ky d*3k, (2.7)

+Ext-|

[kylsa

Ext- [ 1, t® (ke k)@ (ki)a" (—k2) + a(—kalky)] d¥ky d¥k, =

Ext-[.psa Ext- [,pus (k1,200 (2,20t D ks, ky)a" (ky)alkz) d¥ky d¥k,

+Ext-f*R§3 Ext- LRﬁg O (ky1,2)0 (ky, 1)t D (ky, k) [a* (k) a* (=ky) + a(=ky)a(k,)] d*3ky d*3k,,
t® (Jey, k) = const - ©(ky, 2)0 (ky, 1) [Ext-f (kg — k)] % [uller) + ullz) + (g, k) +m?] x

X [plley)u(ky)] 12, (2.8)

t@ (ky, k;) = const- ®(k1;%)®(k2:%)[Ext'f(k1 — k)| [—u(ky) + ulky) + (kq, ko) + m?] x

X [u(k)ulk;)] 2, (2.9)
where

_(1iflk| <=,
6k, ) ‘{o if [k | > . (2.10)

Note that t@,t® e LE(*R¥°).
It follows thatTO(,Q(f)(N}, +1)71,i = 1,2 are bounded,
”To(_ﬁ(f)(N;f + I)_1||# < const - ||t(i)||L,§.

Let PX(f)



PE(f) = Ext-[ g f OB ()™, (2.11)

WhereP¥ (x) is given by (1.29) anfl € C,” ("R¥%,.,, “R¥i,).

HereN,, is the number operator with hyperfinite cut-efand we have used thg, -estimate [8]: Let
W be a Wick monomial

W, = EXt'f|k1|s;4 d*3k, "'EXt_flkrlS}f dB3k,w(ky, ..., k)at (ky) = a(k,) (2.12)
with kernelw € L (*R#37), then
(N, + D42 W (N, + I)_b/2||# < const " [[wll4, (2.13)

wherea + b > r. A similar decomposition holds f&*(f), k = 1,2,3. The resulteads:
Proposition 2.1[13] LetA = To(’?,(f),i = 1,2 or BE(f) with £ € C,° ("R¥%,,, "R, ). Then,

i/2

| (Houe + 1) A(Ho, + 1)‘”2”# < *oo. (2.14)

That is convenient to approximate the operam‘,ig, k =1,3,3 by the operatongf,‘c,g, k=133
with an additional momentum cut-off

k
Mg.llcag = aHo i + Topue (xkg(() )) + T (Xkg1),

whereT, ,,, andT;,, . are defined by cutting off all the momentum intdgrat|k| > k. That is,T ,,
andT; ,,, are expressed as a sum of Wick monomials (24&) ef which is replaced in the definition
of Ty, @andT} ,, . DY

Wy = Ext'f|k1|s;4 d*3k, "'Ext'flkrls;r dB k. (ky, o k)w(ky, .. k)at (ky) -+ a(k,.).

Herey, (ky,....k,) = 11if |k;] Sk <xforalll <i <r, andy,(kq, ..., k) = 0 otherwise. We
abbreviate also

k
M(()),’Jc{,x,g = aHO,J{,K + TO,J{,K (xkg(() )) Jk=1,2,3.

Note that as a rule, estimates that hoIdMqu also hold fom/lg,’fqg, uniformly ink. For examplefor
allk € "RE, o,k < 3

| (Hosere + 1) T30 (P (Hopese + 1) ||# < const.,i = 1,2 (2.15)
and

—11/2

N, + D)1 (AN, +1) | < const.,i=1,2 (2.16)
» 0,1,k ) #

for I, + [, > 2, where the constants are independemrt #fs a domain of admissible vectors#it

Dty = {Yl = Wo, ¥, ) € F¥ P € G (‘RETL,, Regn), by = Oforlargen € °N . (2.17)



Remark 2.1 The operatong,’;, ,k = 1,2,3 as constructed above, enjoys the property of being
semibounded.

Theorem 2.2 Let g = {g,, g1} satisfy the condition (2.4). Then there are cartst@andb such that
forallx < x

Ho, < a(MP% , +b), k=123 18)

on the domaiff, x DE,..
Proof Fore > 0, there is a constadtsuch that [8]

0 < Hope + Tioeuc(x691(x)) + d, ke = 1,23 (2.19)

on the domaiDff, x Df . Fore > 0, there is a constantsuch that [8]
0 < Hoy + Tox (xkg((,k) (x)) tok=123 (2.20)

on the domaiDff, x Df . The inequalities (2.18) follows from adding (2.5d (2.20).

Proposition 2.3 There are positive constarntsh, ¢ such that
MR¥ < a(H, + b) < c(M3* +b),k =1,2,3 (2.21)

on the domaiff, x DE,..
Proof Note that fork = 1,2,3

alty + b) = MY = (@ = oy = Toe (1907 () + Ty((@ = 1) 91(0) + ab.

By choosing constant larger thanmax; [sup{x,|g;(x) # 0}], we have(a — x;) g, (x) > 0 and
therefore as in (2.19)

Hoy + Tr((a — x3) 91 (x)) = 0.

Moreover, by (2.14) we can choaseo that

(a = a =D (Hoy+1) = Tow (195°C0)) 2 0.
The second part of (2.21) follows by a similar adestion,

3. Quadratic estimates

In this section we prove the se#fadjointness of the operatdvg X, k = 1,2, by interpreting the
operatorT, ,, , as generalized Kato perturbation [8]. Thus we r@esling quadratic inequalities such
as

(Ho,x + 1)2 < a;c(Ho,u + ATO,%,K(fO,k) + Ty (1) + b)z: (3.1)

wherea,. andb are constants with, depending or. HereA is finite constant anf, ,, =

a 12,95 (x) whereg{ (x) satisfies conditions (2.5).



Theorem 3.1 M,ijf,C is essentially self<djoint onD¥. There are constantsandb independent of,
such that fox < » andk = 1,2,3

(Hop +1)° < a(MEX . +b). (3.2)

Remark 3.1 For g3™ we use the “pull through formulg161.Let T, = #-(Ho, + V) andR(z) =
(T, —2z)~1. Then

a(k)R(z) = R(Z — ,u(k))a(k) — R(Z — ,u(k))[a(k), VIR(2). (3.3)

We shall always be concerned with operators Taraessentially self-&djoint on domairD/,
defined in (2.17), and whose perturbatiors a finite sum of Wick monomials withgimooth kernels.
It follows thata (k) is defined on the-lense domain

Dl = (T, — z)Df, (3.4)

and that (3.3) holds on this domain.

Lemma 3.2 Suppose thel, = #-(Ho_,{ + V},) satisfies the above conditions. bje€ Df, where
(z — ¢) isin the resolvent set @}, for allc > 0. Then forr € N a positive integer

. I I:
a(l,T)Rlp = Ext- Zpart.(_l)] RhV%lR/z R/jVH]R]j+1an+1l/)’ (3.5)

wherel = {i4, ..., i} be a set of distinct ordered positive integétsy) = {1, 2,...,7},

a; = Ext-T[j-ya (k;,) fors > 0, a; =1 fors = 0. The sum in (3.5) takes place over all partitiohs o
{1,2,...,r} into disjoint subsets , ..., I;,; (including permutations among the subsets) fer 0,
1,...,7. The elements of ead¢hare taken in natural order. LRt = R({),R(z) = (T,, — z)~ !, where

{ =z —Ext-Yie;u(k;) andj; = [} Ul U ..U Lyq. LetV! = [a(k;,), ..., [a(k;,), V] ...] fors > 0
andV! = 0 for s = 0. Note that the sum (3.5) includes terms whiere is empty but nok , ..., [;;
this convention adjusts the sigr1)’ correctly. Thg = 0 term is simplyRyaq .

Proof In order to apply (3.5) to the proof of (3.1) weshbe able to estimate the commutators

X9 (k) = [ak), To e ()] 3.6

i = 1,2, for sufficiently largek, wheref € C,” ("R¥%,,, "R ).
Lemma 3.3

|X2 G, +D772|| = 0ut]™. (3.7)

Proof Xf,z)(k)) is certainly #densely defined, say on domdinit is sufficient to prove (3.7) on D
and therX,(f)(k)(N}, + I)~1/2 extends to a bounded operator on all vector® bf Now we set

X,EZ)(k) = Ext-flklsuw(k, p)*a(—p)d*3p,
where by (2.9) the kernel(k,p) can be estimated by

lw(k,p)| = [h(k — p)|[n()] Y2 [u(p)] /2



whereh € Sf’fn(*]Riﬁ?’ ) is rapidly decreasing. According to (2.13), byrape calculation one obtains
|62 G, + D712 < constx w(k)llyz = O(RGIT™).

Lemma 3.4 For arbitraryp € F# andc > 0

2

< const.X ||]|Z. (3.8)
#

-1 1
A= Ext- [ d%3k ||(Hop + ¢+ (k) > X500 (Hos + €) 2

Proof Let £¥,n € *N be then-particle Fock space. Nom({l) (k) is defined orD for all k and since

X,({l) (k) mapsFE# intoF}*_,, it is sufficient to prove that (3.8) holds fgre D n F# with the constant
independent of. We remark that by the methods of the previousiarit is easy to show that the
integrand in (3.8) is uniformly boundedAnbut different methods are necessary to prove it
integrable. Now we define

X = Ext- [, t D (k,p)a(p)d*p,

wheret W (k, p) is given by (2.9); therefore we obtain

A, < Ext- f|k|5” d*3k Ext- ‘f|P1|S% d#3p1 - Ext- f|p d#3pn—1 x

n—1lsx

x [(Ext- 5253 (o) + i) + ¢) 7 2 x
X Ext- [, 4% (O e | (Bxt- S35 u(p) + 100 + ) s, a] (39

wherea(p) has destroyed a particle by
(@@)P) Py, s Pu-1,P) = 0/ 2P(Py, ., Ppo1, D) (3.10)
By the definition (2.9) we obtain
|t e, )| (Ext- Xy p(pi) + u(k) + €)™ < constx [u(k)]M?(|Ext-f (k — p) ).
Replacing nowk by p,, in (3.9) we get

AKSaXnXExt—flp |
E

d*3p, - Ext- flpn—1|57'f d*3p, x

| ()12 Ext- By u(pi) + )72 Exct- [ d*p (|Ext-f (o — p)]) 19 (1, ---,pn_l,p)l]z =

= a X Ext- Z?=1Ext'f|p1|5u d*3p, -~ Ext- flpnISK d*3p, x
2

x |Ext- . d*pE;(py, o, u) (|Ext-f (0 = P)|) [ (01 o Djm1 P D1, o) (3.11)

wherea is a constant and

Ei(py, o pn) = [u(p;)/ Ext- Sy u(py) + )]



We shall write this symbolically a@(pj), suppressing the other variables. In obtainingl(3nie
have interchangeg; andp,,, and exploited the symmetry gf In (3.1 1) we wish to replacg (pj)
by E;(p) to get

A}, = a X Ext-Y}_, Ext- flpﬂs% d*3p, - EXt_f|Pn|S% d*3p, x

a 2
x |Ext-f, . d™pEw)(|Ext-f (p; = P)]) [¥(p1r s 01D, Djs1s o Pn) |
For then the integral over p is a convolution b&twe

;@) = E{@|¥(p1, - Pj—1, 0, Pjs1s o Pn)|

andh(p) = |Ext—f(p)|, and the integral ove; is the square of the§ #-norm of this convolution.
Now we get

2 R _
Ext- f|Pj|5” d*p; [Ext-flpls}{h(pj - p)¢j(p)d#3p] = ||(Ext-h) x (Ext—(i)])“zz <
<112 2
< ||Ext-hll-,, < |,
and
||Ext-fz||foo = Ext- [\, (Ext-f(p)) d*3p < oo.

Therefore,

2
A;, < const.x Ext- 37|\ E;(p; ) (o1, ...,pn)”iz = const.x ”(Ext- i1 E]-2)1/21/1||#2 <
< const.x ||[y]|3,.

In order to justify the replacement Bf(p;) by E;(p), we set
E(p) = E® + (E(p) — E®)
and therefore we obtain
(Ext-f,_, d*pE;(p))|(Ext-P)w|| = [Ext-| _ d*pE; )| (Ext-f)p]] +
tlExe- [ d®p (B(py) - E®)|(Exe-f)p]] +2[Exe-f,_, a*pE; ()| (Ext-)y|| x

x|Ext-f . .d%p (Ei(p)) - E®))|(Ext-f)y]|. (3.12)

Applying the operatiom x Ext-Y.}_, Ext- flplls;f d*3p, - Ext- flp ™ d*3p,, to (3.12), we obviously
getA,, on the left andl;, from the first term on the right. To estimate sigeond term, we note that

1
2_

|Ei(p;) - E;®)| < |E,-(p,-)2 - E(p)?



|(Bxt-See 00 + €) (o) = 1 @))| 1 Ext-Z 1) + ) (Ext- S wp) + 1) + )|

1

z < const.X n_%“pj - P”l/z

1
< const.X n_%|y(pj) — u(p)|? < const.x n L

Iosl, — ol

where||-||«is Euclidian#- norm in*R#3 . Therefore the integral of the second term in (3ck) be
estimated by

-1 B30 o ot #3
const.x n xExt-ZjExt-flp1|SKd py - Ext flpnls%d D X

[Ext-fl | d®pllp; - pll,” |(Bxt-F (o - ») ) (o ---,pj_l.p,pm.---,pn)|]-
plsx

But, as before, this is the square of Be#-norm of the convolution of the functiahwith a rapidly
decreasing function and so it can be estimated by

const.x n X Ext- Zjlltpllﬁ < const.X [[y]|3,

where the constant is independent.oThe third term resulting from (3.12) can thenesémated by
the generalized Schwarz inequality appliedto- Y.7_, Ext- flpllsx d*3p, Ext—flp e d*3p, .

Hence4,, is bounded as claimed. The single commutatorg é8eball that we need estimate. For let
I 1 I
I ={iy, ..., is}; then (TO(}} (f)) =0if (To(jf(f)) and(TO(’ff) (f)) = 0 whens > 2. Whens = 2,

1
(To(f{) (f)) reduces to the constaz®(k , )t @ (k; — k); thus for all 5, T (f) satisfies

by virtue of (3.7) and (2.11).
Remark 3.2 We now go to prove (3.1) by using the formula (3Fgr convenience, we work now
with

(r20P) @+ 72

< const.X Ext-[1;e;/[u(k;)]~/? (3.13)
#

T () = #-| (Hos + ATo s (fosi) + Ty () 1 D] (3.14)

which isM2% up to constants. To apply the pull-through form@a) it is necessary to know that the
operatord,2%, k = 1,2,3 are self#-adjoint. For the moment we assume this, postpatiegroof

until Theorem 3.8. We remark though that in theedas 0 T,2% reduces tdi,, . (f;) which is known

to be self#-adjoint. The next lemma gives an estimate on coratorg such that

X3 (k) = [ak), Ty e (F)] 3.15)

which is finite or hyperfinite polynomial of degréen — 1) in the fieldgj (x). SinceT,2% remains
semibounded (Theorem 2.2) when perturbed by a poliad in the field of degree less than, we
have the following estimate in terms of the resotw&, ,(z) = (T, — z)_l:

Lemma3.5Letr € *N be a positive integer. There iga< 0 independent ot andr such that, for
Z1 S 20,23 S Zg



1
| Rk TR @), < constx MTizaluGiol =, (3.16)
where the constant is independenkpf;, z,. Here, in the notation of Lemma 3.2,

T = [aley), [ [alk), Ty ()] ]

Theorem 3.6 Assume that the operatdf$r are given by (3.14) is seltddjoint, wherek < . Then
there are positive constarts(k), andd (k) all independent of such that

(Hop +1)° < (c(k) + 22d(K)) (T2K + b)°. (3.17)
Proof Obviously it is sufficient to prove that
| (o + DRy (=0)9 < (cC) + 22d(0)) 19113 (3.18)

for ¢ in the dense sét, , = (T 2% + b)D as in (3.4). This choice ¢f ensures thar,, . (—b)y €
D, i is in the domain of all the operators we wishytplg to it. Hereb is chosen so large that

1/2

” (Hope +1) "Ry (=b)*? ||1:t < const, (3.19)

(see 2.18and so that (3.16) holds with= 1,
| Rk X ORE |, < constx 0k, 10 ()] 2 (3.20)
for z; < —b. Now we get
| (Hose + DRy (—b) || = (3.21)
But by the pull-through formula (3.3) we get
a(k)Ry (=b)¢ =

WhereX}(f?C(k),i = 1, 2, are defined by (3.6) with a momentum cut+ffSubstituting this into (3.21),
we obtain by generalized Schwarz’ inequality,

(3.22)

Remark 3.3 We now prove the self-&djointness oMg_’;,K,k = 1,2,3 by treatin (?f,K as a Kato
perturbation. Generalized Kato’s criterion is [8]:

Proposition 3.7 Let T is a self-#adjoint operator and |€t be a #core forT. Suppose that is
symmetric and that there are positive constarg#edb with a < 1 such that



14Ylly < all(T + b)ylly
for ally € D(T). ThenT + A is self-#adjoint onD(T) and essentially seif-adjoint onD.
Theorem 3.8 Fork < » andg satiating (2.4)Mg,§f,x,k = 1,2,3 are essentially seif-adjoint onD.
Proof We show thar,?% given by (3.14) is self<djoint wherefy , = {xkg(()k)/a},ﬁ = X391/,

k = 1,2,3 andA = 1; this is equivalent to the statement of the theorem. We use Theorem 3.6 to prove
Theorem 3.8 in spite of the fact that the conclugibthe second theorem appears as a hypothesis of
the first. By Lemma 2.1 we know that there is astantc; such that

IR, < el (Hos + D, (3.24)

for ally € D(H,, ). We choosg to be a sufficiently large integer such thafc(k) + d(k))l/2 <

Jwherec(k) andd (k) are the constants in (3.17). Let us consider theesece of valuet = j//,j =
0,...,J. LetP; be the statement thBf%(j/)) is self#adjoint and); ; the statement that

J ' Tos(fox) is a Kato perturbation at2k (/). i.e., | Tox (fou)¥l, < all(T2kG/D + )|,
for constants andb with a < 1. As we have already observeg, holds sincd,2%(0) reduces to the

HamiltonianH, ,, .. Note thatP; , impliesQ; x, k = 1,2,3 since, forp € D ( T,?,ﬁ(j/])),
= T8% o )¥ll, < e[| (Hope + D9, < e ex (cCl) + d ()| (125 G/D + b)Y,

by the inequality (3.24) and (3.17). However, bgpasition 3.7, the stateme@j ,impliesPj,q x, k =
1,2,3.

4. Higher order estimates
In this section we derive higher order estimatetheffollowing form

H], < a (M3 +b) < c(Ho, + 1) (4.1)
and
HZ, + N2" < a(MZ% . + b)*", 0.

wherea,. andc, are constants depending onThe estimates (4.1) are used to prove that them

(MQ% )’ are essentially sef-adjoint onDf,, and do not survive in thelimit: i — x; on the other
hand, the estimate (4.2) does transfer to thmi# k = » and, in fact, enables us to prove that this
#-limit exists. For reat € *R¥ we define the generalized number operator witrehfjite
momentum cut-offe € *R% ,

Ny = Ext-flkls” at () [uk)]* a(k)d*k. (4.3)

Note thatN,, o = N,, andN,,; = H ,,.
Lemma4.1(1)If T < v, then

N, . < const.- N,, .. (4.4)

2) If T > 0,r > 0, then



Ny < HETNE .. (4.5)

(3) Lett € *R¥ andr € *N a positive integer, then for any vectpe D ( ”2),

r
v, =
#

Ext-37-4 [Ext— [d#Bky - d#3kjprj(uf, ...,,u]T-) (Ext— [1j-10 (kj ,J—f)) ||a(1,j)1p||i], (4.6)

where@(k, ) is defined by (2.10p4 ;) is defined in Lemma 3.2, ang; is a homogeneous
polynomial of degree € *N with positive coeficients that satisfies, fqr> 0,

(Ext- H{=1xl)(Ext— Z{=1xl)r_j < Prj (xl, ...,xj) < const. (Ext— ]_[{=1xl)(Ext- Z{=1xl)r_j. 4.7)

In this section we set

MOJ{K - #'[(HO.% + V%K) ) D]’

-1
where VX = To,  (fox) + T (fi) k = 1,2,3. Let Ry (=b) = (M3, + b)

Lemma4.2 Letr € *N be a positive integer. Then there are constgnendb wherea,. depends
onk < x, such that

(M 0,2,k

[

k=123 (4.8)
#

forall € D ((Mg"j,,,c + b)5>.
Proof (4.8) is proved by hyper infinite induction ere *N: the cases = 1,2 are already known by

Theorem 2.2 and 3.6. Lgte Dy = (M3 . + b), k = 1,2,3, whereb = —z, is chosen sufficiently
large that (3.16) and (3.19) hold. By (4.6),

)(r+1)/2

AT+1,,}{,K = ||(H0,7{K +1 Rk( b)]’b”

Ext- Z§=1Ext'f|k1|sx d*3k, - Ext-flknlsx d®3kipr(p1, o 1) X

2

H Ext-S0 uk) +1) ac, AR 4.9
X ( 0,%,KZ+ xt Zi=1ﬂ( 1) + ) ag,j klp #r ( . )

where me have converted all but c(riiiﬁg5,%,,c + 1)1/2 into an integral of products of annihilation
operators. We apply the pull through formula (3cbpull thea, ;) through ther,, and we dominate

; 1/2
the factor(Hy ,, . + Ext-Y1_u(k)) +1) " b
R? = Ri(=b — Ext-3 p(k;))
by using (3.19). This gives

Ay pepe < Bxt-S5og Ext- [ d*ky o Ext- i d*3lgp; (g, i) X



1/2+,1; n1/2 2
(Ext Tpartof 1) || R Ve Ry, = RV iR 2 a ,L.Hlp”#). (4.10)

Let us consider a typical factﬁylV,{I’R,m, regarded as a function of the variables kil >*it, where

i, EI,,v=l,..., ‘+lt. Because of the momenteut-off, the estimates (3.16) and (3.23) hold:
”Rl/2 V'R ]11/+2 < const.x

Note that when t 3 2, (Tc,K(f,,))I 1 is a multipéthe identity. Therefore, from (4.10) and (3.19),
Aritpep < (4.11)

where we have set

Lemma4.3 Letj € "N be a positive integer. Then there are positivestaonish andc,., wherec,
depends or such that

||(M8'If,’,c)jl/)”# < ¢ || (Ho + b)”j¢||#, k=123 (4.15)
Here2n is the order of the interaction.

Theorem 4.4 Letj € *N be a positive integer. Th{MS_’;_K)j is essentially sel-adjoint onD.

Theorem 4.5 Lett > 0 andr € *N be a positive integer. Then there are constaatsdb
independent ok such that

||H1/2N(T 1’/2” <a||(Mou;c

(4)10

forally € D ((Mo,m + b)g)

‘RE"RY, fin 2k "Ri o, "Ny, "RE 0(k, ) (2.10)

5. Essential self-#-adjointness of M%%

In the previous two sections we established a nuwibgroperties of the ultraviolet cut-off loreran
MR, k = 1,2,3 by methods that depended or< » being hyperfinite. Now we take thelithit

Kk —4 x and find that many of the propertiesif. transfer to the limiting operatom‘)),’,‘{, k=123.
As the next lemma statdk!,?f,‘c,k = 1,2,3 #converges td\/l,‘j",k = 1,2,3 on the #dense domain

n=D(Hp,)ND(N}),n€"N. (5.1)



Note that #convergence in this sense is not strong enougbrtwal the #imiting operator and in

Theorem 5.3 we prove that the resolvd?ﬁ’,g (2) = (M}O,f,‘C — z)_l,k = 1,2,3 #converge in thorm.
From this it follows that the operatavg)*, k = 1,2,3 are essentially self-&djoint onD.
Lemmab5.1 Lety € Dy, thenMky —, MO%p, k = 1,2,3 ask -y .

Proof We write now M,(},’,‘C,g = Hone + Tox (xkg(()k)) + T 50 (X 91), k = 1,2,3 of the form

MR% = Ho s + Tosn(for) + Trww(fi) k = 1,2,3.

By the estimates (2.15), (2.16), and (4.26), T, x (fo,k) and T; ,, . are defined on D,, for k < ».In
fact, precisely these estimates prove #-convergence. For consider the difference

A}{,K = Tl,z(fl) - TI,J{,KZ(fl)'

A,  can be written as a sum of Wick monomials whose kernels are the tails of L% kernels.
Therefore, by (2.13), || A, (N, + I)‘"”# bounded by the L%-#-norms of these tails which go to

zero as k — x. Since a similar argument can be made for To(,i),x (f) it follows that on D,,

7@

0,3,k

+ T =8 T + Tp (5.2)

0,

The strong #-convergence of the differences

B;(:krc) = Tox(fox) = Topen(for ) k = 1,2,3

to zero on D (Ho’},) does not follow from a corresponding statement of #-norm #-convergence,

since
| B2 (Hoe + 1)_1||# #y 0 (5.3)
as K —y #. However, by (2.15) ”B}(,k,c) (HO,,{ + I)_1 ” . is uniformly bounded in k. It is thus

sufficient to show that B,g{(,c)l/)r —4 0 for r € *N particle vector ¥, = Y(p4, ..., p,-) € D. By (2.8) one
obtains

(Bfff‘,? llJr) (D1, s 1) = Ext-Yf_q Ext- [ d*3kw, (k0 )9 (p1, o Pj-1, K Djs1s o pr), (5.4)
where
Wik, p) = t D (I, p) (0(k , 200 (p, %) — Ok, K)O(p, K)), (5.5)
where0(k, k) is defined by (2.10yith » = k. Therefore,
|B,£k,€)1/)| < 2Ext- Y7, Ext- f|k|>K d#3kt(1)(k,pj)1/)(p1, o Dj—1, ko Djsa, e Dr)s (5.6)

where by (2.15) the right side is &h function in variablegp,, ..., p,) whose #norm is bounded by

const.” (Hou + 1)_1 Yy R Moreover, ag —y x, (B,Ekk) v,br) (p1, .., pyr) —# 0 pointwise so that by

the dominated #onvergence theore ftk,c) Y, Y -4 0. For the proof of resolvent £onvergence



we require a thorm #convergent statement {3 ,gk(fo_k). The failure in (5.3) is to be expected, for,
roughlyspeaking; we can regard (fox) @sHo ., and obvioushC,, . = (Ho, — Hosxc ) (Hos +

0,%,K

1)_1 does nott-converge to zero i#-norm However, this argument indicates tlﬂaiffk,c) (HOI,{ +

N’
Lemma 5.2 Leti, j € *N be nonnegative integers, afict C,” ("R¥3%,, “R¥ ;).
(1) Fori+ j > 2,

#—>#0f0rr>1.

”(HQK-+I)_U2(Tég(f)——Tégk(f))(HQK-+I)_N2”#—+#0 ask =y % (5.7)
(2) Fori+ j =2,

”Uhk+04ﬂ(ﬁgg)—ﬂgkqﬁ(wa+Oﬁﬂ”#%#0a&ca#% (5.8)
(3) Fori + j = 2n,

| Close + D)7 (T1a () = Tosesc ) (Hose + 1) 7|, 4 0 st =4 ¢ (5.9)

Proof Equation (5.7) is a consequence of estimates ojeedlin [8] for Wick monomials with one
creating and one annihilating leg. These estimatesdve L? - L¥ _ #-norms on the kernels such that

Illas == -essupyyg (1201 (Ext- [, Iwlh,p)| d#9p) ). (5.10)
As an example of (5.7), we consider the dase 1 andj = 2. Asin (5.4),
Buse = T (f) = Tame(F) = Ext- [ wy,c(k, p)a” (k) a(p)d** kd*p.

0,2,k

We see that for particle vectok),. = ¥ (p4, ..., p,-) the inequality holds

1
Bx,x(Ho,x + 1) 2Y(p1, o) =

T w. k’p
Ext- {z ~ Ext- f d#ng |¢(P1: e Dj—1 KDty e Pr)'}-
=1 [u(p))]

Therefore”B,{,K(Hol,{ + 1)_1/21/)r , is bounded by the-#orm of

Ay lpr] = Ext- [ | Wy, (e, p) [0 (@)]7Y20 (0, %) a” (K)a(p)d*3 kd*3p|,

and

1 1 1
Wmﬂ+07@mwmﬁ4fﬂ SWMM+O7&MUQK+O7 <
# #

< [[wrere Ce @I, -



by [l, Lemma 3.1.11]. According to the definition (5.10) by (5.5) arid) we obtain
|| Wi ic (K, P)[H(P)]_l/zﬂ#l_l = supi{[@)] " Ext- [ |w,, ,(k, p) [1()] /2| d*3p}

< const.Xx

1 ~
(= -esssupe{[uCOT ZExt- [ [Bxt-7 (k= )] (0Gk 200, 2) = Ok 100G, 10)d*p] )
=80, Kk) 54 0 ask -y . .X5)
Theorem 5.3 There is a semibounded selB#ijoint operatof,, such that for sufficiently negative

”((M;?Ifc - Z)_l) — (T — z)‘1||# —4 0 ask -y x. (5.12)

Proof We first establish th#-norm#-convergence of then-th powergR,.(—b)]?" of the resolvents
for all b sufficiently large. Then thénorm#-convergence aR,.(—b) follows by taking2n-th roots
and applying the generaliz&tione-Weler strass Theorem []. Let k < » be two values of the
ultraviolet cut-off. We use the following formula

(5.13)

The differencest2¥, — MY, k = 1,2,3 contain of three terms

By (4.22) we get

where the constant is independenkof hus by (5.8) and (5.9) whg¢n= 2 or 3,

As for B, at least one afor2n + 1 — i is greater than. Hence by 4.24) and (3.19),

by (5.7). This establishes theconvergence of RF. L&, (z) = #lim,._, ;R (2). As a#limit of
resolventsR, (z) is itself the resolvent of an operator if and afiyre null space N(R(z)) = O for

some z [l 1, p. 4281. But Kleinstein has obseni&] fhat this is a direct consequence of Lemma 5.1:
Suppose that YE N(R(--b)) where 6 is sufficientlyge so that RK(- bj-converges. Take arbitrary
inD,, . Then

Theorem 5.4 M,‘j", k = 1,2,3 are essentially self-&djoint onD.
Proof From the strong+#onvergence aff2% to M3* onD,, it follows by a simple argument that

M% ' D, cT,. (5.14)



Note that by the independence of cut-off, the estimate (4.2) transfersflg i.e.,
H, + NZ" < (M3, + )™ 5.15)

and therefor€ = D(T,?") c D,,, and from (5.14) one obtains T, I C ¢ M3* I D,, . Now the
domain C is a #-core for T,,, hence

T,=#T, 1 Cc#MX "D,
a symmetric extension of a seHatjoint operator and therefore we conclude that
T, = #-M%* I D,,.

Essential self-#adjointness oM,‘}", k = 1,2,3 on the domaitD follows from self-#adjointness on the
domainD,, by a standard argument.
Corollary 5.5 For suitable constants b, c andk = 1,2,3

H, < a(M2* + b), (5.16)
HZ < c(HZ, + N2 +1) < a(M2 + b)™". (5.17)

The same inequalities hold with the rolesigfandM2¥ interchanged so that

D((Hy + b)/?) = D (M* +b)'""*), 81
D(H}) c D(MZF), (5.19)
p((MY)") € D(H,). (5.20)

Proof SinceD is a #core forM2%, k = 1,2,3, it is a #core for(M,‘}k + b)l/2 and (5.16) follows from
closing (2.2). (5.17) is just a restatement of §%.BinceH,, is a special case 8f2* obtained by

setting,g(()k) (x) = 0, itis clear that the higher order estimates (ptiid forT,, = H,,; hence the
roles ofH,, and M2%, k = 1,2,3 can be interchanged in (5.16) and (5.17).

6. Lorentz covariance
According to the discussion in Section 1 this antsto showing that if* = [a, b]® *Rﬁf‘ﬁm and if

fis ac,” ("R¥%,,, "Rf4,) function withsupp(f) U supp (fAB)' then

[Ext-exp(iM3¥* )@, (f)|Ext-exp(—iM2*B)] = ¢, (fAB)' (6.1)

Notice that (6.1) is operator equaligince for*]Riﬁ,ﬁn valuedfunctionf, ¢, (f) is a sek#-adjoint
operator whose domain incIust((M,"j‘ + b)l/z). In addition, we prove on domam((Mj," +

b)""*) x D (M +b)""*) that

[Ext—exp(iMffkﬁ)](p,{(x, t) [Ext—exp(—iMffkﬁ)] =@, (Aﬁ (x, t)). (6.2)



Here(x,t) andAg(x,t) are inBs , and the forms in (6.2) arecéntinuous inc andt by the first-
order estimaté5.16) andLemma 3.2.1 of [4].

Notice that the main part in the proof of (6.1)dsverify the commutation relation (1.15) ffre

C(;°°(0,3, *]R{f’ﬁn) andg a cut-off function for the regiof,s . For convenience, we assume that a
function f with support contained in the regiop defined by

0, = {(x1, x5, x3,)la+ e+ |t| <x, <b—¢c—|t|,k=1,23;|t] <&}, (6.3)

and where > 0 is some small number. This represents no lossmém@lity since any in

C(;°°(0,3, *]R{f’ﬁn) can be presented as a sum of studhfollows from this assumption that|#| < ¢,
then external integral

|[Ext-exp(iH,(t + 5))] {Ext- Jogrs 0O (x, t)d#3x} [Ext-exp(—iH,(t + )] (6.4)
is related to a non-Archimedean von Neumann alg#lbfd) generated by the set
{Ext—exp(kp%(hl)) + Ext—exp(in,{(hz))ﬂhi € COOO(*[R{ﬁ%M, *[R{ﬁﬁn),supp(hi) cldi= 1,2}.

The main parts of the proof are as follows:
Partl. Fory € D(H}*?) we define

Fie (8) = (W, i (0, 0 (D] (6.5)

whereM¥(t) = [Ext-exp(—itH,)|M¥[Ext-exp(itH,,)]. Note thatF;, (t) is well-defined and three
times #continuously #differentiable by(5.19) and the [4]:

[(Hye + b)Y, (F)(Hy + b) UFD/2|| < ¥o0,j=10,1,2,.... (6.6)

forj=0,1,2,.... Obviously one obtains,

Lo =, [[Ho MEO], 0] D4 6.7)
L0 — i, [[Ho [t MED]] 0] 0 )

Part2.The commutators in (6.7)-(6.8) can be evaluatedDfdx D} one obtains, in the sense of
bilinear forms,

[iH,, M¥]| = P¥ + Ext- f*]R{ﬁ“ 2n: 2 (x)m, (x): g1 (x) (xk —a- xkg(gk) (x)) a*3x (6.9)

whereP,j‘,k = 1,2,3 is a locally correct momentum operators

Pl = B (diik (w08 (x))) (6.10)

By (2.5) the integral in (6.9) vanishes, and in analtm{/1.6),

[iH,,, M3¥] = Pk (6.11)



onD(H} ) x D(H} ) € Dff x D}:. Since the operatog¥ andM¥ are defined o (H}} ), extends to
an operator equality ab(Hz;** ). Therefore, we obtain on the domal(H}}*? ) x D(H}*? ) that

[iHH, [iH,, M;gk]] = [iH,,, P¥] = S,
(6.12)
where

Sk =

da#z &) 2 2 a*?
Tooe | gz (¥690" (0 ) | = m?Ext st 0001 357

d#
(xkg(()k) (x)) dBx =T, ( dii;)). (6.13)

Part3.SinceS¥, k = 1,2,3 are local operators whose kernels vanishel ave expect thask, k =
1,2,3 commutes wittR(13). The exact statement[iS¥, R(I®)] = 0,k = 1,2,3 on domain D; x D,
It follows from (6.4) and (6.6) on domain D} x D} that

[Sk, [Ext-exp(isH,,),, (f)Ext-exp(—isHH)]] =0 (6.14)

for |s| < & andsupp(f) c O,

Part4.The rigorous counterpart of the formal expangibfl) is to writeF;; (t) in terms of its
generalized Tayloseries[]. For somes, |s| < |t]

2
Fue(€) = Fiye(0) + Ff (0) + 5 F (s). ®)1
For|t| < & (6.15) on domaid (H*3 ) x D(H*? ) reads

[iM2¥(6), 0, ()] = [iM, 9, ()] — iliP¥, @, ()]
(6.16)

Part5.The commutators on the right of (6.16) can be atalliby passing to the sharp time fields,
(p}f(ﬁsv t) = Ext- f*Ri‘gS f(x: S) (p}{(x' t)d#3x-

where the subscrigtindicates the time dependence of a funcfiohe result for|t| < € reads

[iM2* (), @ (fr, O] = 1, Cxi f, 0) — topye (::5;0)

on domainD (H+3 ) x D(HZ*? ). That is, for|t| < & we get

(M), 9o O] = e (iufer D) = 0 (£ 52 1), (6.17)

Sincesupp(f) < O, we can integrate (6.17) with respect @nd thus on domaiD(H}{1+3 ) X
D(H}*?) we obtain

, o ot A4
(M (©), 9. (i O] = o i, ) = s (£ 571 ) = =0 (0 55 + £ 550 (6.18)



Part6. In order to deduce (6.1) from (6.18) we must shioat the equality (6.18) holds on a domain
of the formD ((MQ")J) XD ((Mg")]). Note that ify € D ((MQ")]), thenExt-exp(—iMp*B)y €

D ((M,‘}k)j) and
gk (X, t, :8) = (Ext'exp(_iM}(«){kﬁ)lp' Dy (X, t)Ext'eXp(_iM}(«){kﬁ)>#

is a #continuous function of x and4, Lemma 3.2.11 with a distribution #derivative ing,

# #
(Ext-exp(—iM*B)y, {xk 0 (g’;(tx’t) +t2 g;‘g't)} Ext-exp(—iM3*B))x

by the equality (6.18).Thug, (x, t, ) satisfies the distribution differential equationpartial
#-derivatives

*Gr(xtB) _ _ 3*Gr(xtB)
atp Tk ¥t

#
+ ¢ LGkLE) (6)19

a%x,

The distribution differential equation (6.19) hasraque solution with initial conditiogy, (x, t, 0),
Gr(x,£,0) = (1, @5, (x, DY) .

This proves (6.2) oP ((M,‘}k)j) x D ((M,‘}k)j) and, by extension, dh((Mg" + b)l/z) X

D ((M,‘}k + b)l/z). Obviously the operator statement (6.1) is immeedika remains only to prove

Lemma6.1Letl? c *R¥%,,, g satisfy (2.3)-(2.5)¢ > 0, andf € in C,” (0, “RE £in)- Then, in the
sense of bilinear forms

(MO, 9 (] = =y (1 T2 + £ 5L (6.20)

onD(H, ) x D(H, ) or onD(MJ* ) x D(MZ¥).

Proof As we know that (6.20) holds dn(H}+3 ) x D(HJ*3 ). Lety € D(H,, ); since D(H}*3 ) is a
#-core forH,,, there exists a hyper infinite sequengel € *N in D(H,'{1+3 ) such thatp; -4 ¥ and
H, ), -4 H,p asl —» *o. By the first order estimate, we have for somestamtsa andb

| (2 + )% (H,, + b)~1/2 ||# < ‘o, (6.21)
and by (6.6) we get
12 (i) (i + D) 7H2|, < *oo. (6.22)
# # *
whereuw;, = x; % + t;—; isinC,” ("R¥%,., "R¥ ). Therefore,
" : .
(M% +a)"*p, >y (MO + a)*p (6.23)
and
WY1 =4 O (W)Y (6.24)

Moreover, by (6.6) we obtain



| (Hy + bY Y20, () (H,, + b)™2|, < oo, (6.25)

From (6.21) and (6.25) one obtaibH,, ) € D ((HH + b)1/2<p,{(f)) and that

(M + a) 0, (), =4 (M +a)* 0, (). (6.26)

Note that

(y, M), 0, (W1 = £ (M + @), (MK + @) 0, (P 1)y —

1/2 1/2

—i((MR* +a) " o (), (MR* + a) ")

And therefore from (6.23) (6.24), and (6.26) wedalode that (6.20) extends bycéntinuity to
domainD(H,, ) x D(H,, ). By (5.20), (6.20) is then exactly valid when restricted)(c(M,‘}k)n) X

D((Mf,k)n). Finally, the extension to domain(M2* ) x D(M2*) follows directly as above from the
inequality

o (M + )2 <o
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