Preface

The ongoing search of extrasolar planets is one of the most attractive fields of research in astrophysics and astronomy. Up to now, 360 extrasolar planets have been discovered near stars with similar mass as the Sun. With regards to these discoveries, one intriguing question is whether there is relationship between the distance of the planets and their stars. Various formulas have been suggested since 1980s, and they suggest that there may be reason to accept quantization of distances of those planets both in our solar system and also in extrasolar systems as well. This book discusses this issue (Rubcic & Rubcic), along with other interesting issues such as protoplanetary formation of solar system (Pintr, Perinova, Luks), precession in solar system (Pitkanen) and other topics.

Another line of thought explored herein is the correspondence between cosmology and condensed matter systems, and therefore we can think that the quantization of orbits distances can be caused by superfluid helium quantization. This issue is explored by F. Smarandache and V. Christiano. Moreover, F. Smarandache also discusses possible new era of research, that is pertaining to superluminal physics and instantaneous physics.

This book is published after our previous book: Quantization in astrophysics, Brownian motion, and supersymmetry which was released about five years ago. We hope that this volume will add a new chapter in our understanding of the Universe, from the viewpoint of quantization and discretization at large scales.
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The analysis of orbital parameters of planets and main planetary satellites of the solar system, published by the present authors, suggests that the Sun’s system could be a “prototype” for the distribution of orbits in extrasolar planetary systems. Owing to the recent endeavours in detecting exoplanets, it became possible and suitable to check this assumption. Particularly useful in this work are the multiple extrasolar system with at least four planets. Unfortunately, there are only four stars satisfying this requirement. At the present time eleven stars with three planets have also been observed, which may also be taken into account in reaching reasonable assertions. Quantization of orbits in the solar system by orbital number, the integer \( n \), and quantization of the product \( n v_n \) (\( v_n \) is the orbital velocity) by the spacing number, integer \( k \), is also found in extrasolar planets. It is expected that new discoveries will support the present findings.
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1. Introduction

In our previous articles [1a, b, c, d], the square law for orbits has been deduced by the analysis of orbital parameters of Sun’s planets and main satellites of Jupiter, Saturn and Uranus. The Sun’s planets are classified in two subsystems: terrestrial and Jovian. Therefore, there are five subsystems in the solar system, for which the orbital distributions follow the square law in the form

\[ r_n = r_1 n^2. \]  

The values of \( n \) are consecutive integer numbers in a definite range and \( r_1 \) is the radius of the orbit with \( n = 1 \), dependent on the subsystem. The existing orbits, as an example, for terrestrial planets are distributed from \( n = 3 \) for Mercury and ending with \( n = 8 \) for Ceres. Similar results are obtained for other systems, as will
be shown later in relevant graphs and tables. In the terrestrial system of planets, the Earth’s moon, by hypothesis, had its primordial orbit \( n = 7 \) between Mars \((n = 6)\) and Ceres \((n = 8)\). Thus, the Moon is considered to be a planet, which was captured by the Earth \([1e]\). This hypothesis is supported by the analysis of masses, volumes and periods of all terrestrial planets. Why the Moon at orbit \( n = 7 \) migrated through the orbit of Mars to become a satellite of the Earth at \( n = 5 \) is not clear, as well as the problem of its chemical constitution. If the Moon was born at orbit \( n = 7 \), then it would be expected to contain a significant amount of water, like both Mars and Ceres. However, the absence of volatile elements and water in Moon’s materials brought by astronauts suggests another origin: a giant impact of a body as large as Mars with the Earth. But it is hard to accept that such a cataclysmic process could have resulted in the Earth’s satellite with parameters compatible with that of the present Moon and with those of all terrestrial planets. Therefore, the problem of the origin of the Moon remains open. Here we treat the Moon as a small planet of the terrestrial group of planets.

Physical basis for the square law (1) is a quantization of the specific angular momentum of planets. Details are presented in Ref. [1]. Equation (1) in extended form \([1c,d]\) is given by

\[
\begin{align*}
    r_n &= \frac{1}{v_0^2} GM_n^2 k^2, \\
    J_n/m_n &= \frac{1}{v_0} GM_n^2 k, \\
    T_n &= 2\pi \frac{1}{v_0^3} GM r_n^3 k^3, \\
    v_n &= v_0 \frac{k}{n},
\end{align*}
\]

Other relevant relations are:

- specific angular momentum \( J_n/m_n \)
- period \( T_n \)
- velocity \( v_n \)

where \( n \) is the orbital number, \( G \) is the universal gravitational constant, \( M \) is the mass of the central body, \( v_0 \) is the velocity constant for all subsystems in the solar system (close to 24 kms\(^{-1}\)), and \( k \) is spacing number that depends on the system and defines the packing of orbits. In these formulae, circular orbits are assumed with radii equal to the semi-major axes of actual orbits.

For a definite value of \( k \), Eqs. 2 to 5 are simply:

\[
\begin{align*}
    r_n^{1/2} &\sim n, \\
    J_n/m_n &\sim n, \\
    T_n^{1/3} &\sim n, \\
    nv_n &= \text{const}.
\end{align*}
\]

It is important to point out that in a given system \( nv_n \) is constant. In the solar system, there are five subsystems, but each with its own value of \( nv_n \). These values are determined by the number \( k \). Jovian planets and satellites of Uranus have \( k = 1 \) and almost equal values \( nv_n \). For terrestrial planets, \( k = 6 \) and similarly for other
systems (see Table 1). It means that physical laws are equal in planar gravitational systems regardless the mass $m_n$ of orbiting bodies and the mass $M$ of the central

TABLE 1. Solar and extrasolar planetary systems with at least four planets. The masses are expressed in terms of mass of Jupiter ($M_J$) or Earth ($M_E$). $T$ is the period of rotation, $a$ the semimajor axis, $n$ the orbital number, $nv_n$ the product of the orbital number and velocity and $k$ is the spacing number.

<table>
<thead>
<tr>
<th>System</th>
<th>Mass</th>
<th>$T$ (days)</th>
<th>$a$ (AU)</th>
<th>$n$</th>
<th>$nv_n$ (km/s)</th>
<th>$k$</th>
</tr>
</thead>
<tbody>
<tr>
<td>HD 160691</td>
<td>c</td>
<td>0.0332 $M_J$</td>
<td>9.638</td>
<td>1</td>
<td>102.6</td>
<td></td>
</tr>
<tr>
<td></td>
<td>d</td>
<td>0.5219 $M_J$</td>
<td>310.55</td>
<td>3</td>
<td>96.8</td>
<td></td>
</tr>
<tr>
<td></td>
<td>b</td>
<td>1.676 $M_J$</td>
<td>643.25</td>
<td>4</td>
<td>101.5</td>
<td></td>
</tr>
<tr>
<td></td>
<td>e</td>
<td>1.814 $M_J$</td>
<td>4205.8</td>
<td>3</td>
<td>94.8</td>
<td></td>
</tr>
<tr>
<td>55 Cnc</td>
<td>(e)</td>
<td>0.024 $M_J$</td>
<td>2.81705</td>
<td>1</td>
<td>146.8</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>b</td>
<td>0.824 $M_J$</td>
<td>14.65162</td>
<td>2</td>
<td>170.8</td>
<td></td>
</tr>
<tr>
<td></td>
<td>c</td>
<td>0.169 $M_J$</td>
<td>44.3446</td>
<td>3</td>
<td>176.6</td>
<td></td>
</tr>
<tr>
<td></td>
<td>f</td>
<td>0.144 $M_J$</td>
<td>260</td>
<td>5</td>
<td>163.4</td>
<td></td>
</tr>
<tr>
<td></td>
<td>d</td>
<td>3.835 $M_J$</td>
<td>5218</td>
<td>7</td>
<td>168.4</td>
<td></td>
</tr>
<tr>
<td>GI 581</td>
<td>e</td>
<td>0.006104$M_J$</td>
<td>3.14942</td>
<td>3</td>
<td>310.9</td>
<td></td>
</tr>
<tr>
<td></td>
<td>b</td>
<td>0.0492 $M_J$</td>
<td>5.34874</td>
<td>4</td>
<td>323.2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>c</td>
<td>0.01686 $M_J$</td>
<td>12.9292</td>
<td>5</td>
<td>294.5</td>
<td></td>
</tr>
<tr>
<td></td>
<td>d</td>
<td>0.02231 $M_J$</td>
<td>66.8</td>
<td>9</td>
<td>322.5</td>
<td></td>
</tr>
<tr>
<td>Ter.pl.</td>
<td>Me</td>
<td>0.0056 $M_E$</td>
<td>87.96</td>
<td>3</td>
<td>143.6</td>
<td></td>
</tr>
<tr>
<td></td>
<td>V</td>
<td>0.815 $M_E$</td>
<td>224.70</td>
<td>4</td>
<td>140.0</td>
<td></td>
</tr>
<tr>
<td></td>
<td>E</td>
<td>1 $M_E$</td>
<td>365.26</td>
<td>5</td>
<td>148.9</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Ma</td>
<td>0.107 $M_E$</td>
<td>686.98</td>
<td>6</td>
<td>144.8</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Moon?</td>
<td>0.012 $M_E$</td>
<td>1089</td>
<td>7</td>
<td>144.8</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Ce</td>
<td>0.00016$M_E$</td>
<td>1680</td>
<td>8</td>
<td>143.5</td>
<td></td>
</tr>
<tr>
<td>Jov.pl.</td>
<td>J</td>
<td>318 $M_E$</td>
<td>4333</td>
<td>2</td>
<td>26.1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>S</td>
<td>95 $M_E$</td>
<td>10759</td>
<td>3</td>
<td>28.9</td>
<td></td>
</tr>
<tr>
<td></td>
<td>U</td>
<td>14.5 $M_E$</td>
<td>30685</td>
<td>4</td>
<td>27.2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>N</td>
<td>17.2 $M_E$</td>
<td>60188</td>
<td>5</td>
<td>27.2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Pl</td>
<td>0.002 $M_E$</td>
<td>90700</td>
<td>6</td>
<td>28.4</td>
<td></td>
</tr>
<tr>
<td>HD 10180</td>
<td>b(?)</td>
<td>1.35 $M_E$</td>
<td>1.17768</td>
<td>1</td>
<td>263.2 ± 0.7</td>
<td></td>
</tr>
<tr>
<td></td>
<td>c</td>
<td>13.10 $M_E$</td>
<td>5.75979</td>
<td>2</td>
<td>242.147</td>
<td></td>
</tr>
<tr>
<td></td>
<td>d</td>
<td>11.75 $M_E$</td>
<td>16.3579</td>
<td>3</td>
<td>256.586</td>
<td></td>
</tr>
<tr>
<td></td>
<td>e</td>
<td>25.1 $M_E$</td>
<td>49.745</td>
<td>4</td>
<td>236.108</td>
<td></td>
</tr>
<tr>
<td></td>
<td>f</td>
<td>23.9 $M_E$</td>
<td>122.76</td>
<td>5</td>
<td>218.409</td>
<td></td>
</tr>
<tr>
<td></td>
<td>g</td>
<td>21.4 $M_E$</td>
<td>601.2</td>
<td>9</td>
<td>231.588</td>
<td></td>
</tr>
<tr>
<td></td>
<td>h</td>
<td>64.4 $M_E$</td>
<td>2222</td>
<td>14</td>
<td>233.058</td>
<td></td>
</tr>
</tbody>
</table>

$\langle nv_n\rangle=99\pm3$ 4

$\langle nv_n\rangle=170\pm4$ 7

$\langle nv_n\rangle=315\pm10$ 13

$\langle nv_n\rangle=144\pm2$ 6

$\langle nv_n\rangle=28^{+1}_{-1}$ 1

$\langle nv_n\rangle=236^{+9}_{-9}$ 10
body, provided that \( m_n \) are much smaller than \( M \). Consequently, it is expected that the stars with their own planets must also follow the same physical laws. A premonition of that statement was given in Ref. [1c], but at the time of publication, only three extrasolar systems, each with three planets, had been detected: PSR B1267+12, PSR1828 11 and \( \nu \) Andromedae. Obviously, insufficient observational data could not present a convincible proof. However, nowadays there are 11 detected multiple extrasolar system with thee planets (Table 2), two systems with four planets, one system with five planets and one system (the most recently discovered, Ref. [5] update December 2010) with seven planets. The systems with at least four planets (Table 1) are the best to confirm the square law for the distribution of orbits. This will be discussed in the next section.

2. Analysis of observational data

Orbital radii of terrestrial and Jovian planets and of main satellites of Jupiter, Saturn and Uranus are distributed according the square law (1). The circular orbits are assumed with radii equal to semi-major axes. The fundamental physical reason is the quantization of the specific angular momentum, which in the used approximation is given by

\[
J_n / m_n = (G M r_1)^{1/2} n.
\]

For elliptical orbits, this relation is given by [4]

\[
J_n / m_n = [G (M + m_n) a_n (1 - e_n^2)]^{1/2},
\]

where \( a_n \) is the semi-major axis and \( e_n \) the eccentricity related to the \( n \)-th orbit (subscript \( n \) is added by the present authors). For \( m_n \ll M \) and small values of \( e_n \), the approximation of circular orbits is very good.

Using the model defined by Eqs. (1 – 5), or Eqs. (2’ – 5’) for a given \( k = \text{const.} \), the numbers \( n \) of all orbits in a system are easily determined by the following simple calculation. The values of \( T_n^{1/3} \) are each divided by one number from a choice of small integer numbers (see Eq. (4’)) with the aim to obtain a constant quotient for all orbits.

For example: for the star 61 Vir, the periods of the planets b, c and d (Ref. 5 and Table 2) are: \( T(\text{days}) = 4.215, 38.021 \) and 123.01. Consequently, \( T_n^{1/3} = 1.651, 3.363, 4.973 \). One simply obtains 1.651/1 = 1.651, 3.363/2 = 1.682 and 4.973/3 = 1.658, so the orbital numbers are \( n = 1, 2 \) and 3. The resulting approximate set of orbital periods is \( T_n^{1/3} = 1.65n, n = 1, 2, 3 \).

The conclusion is that this star has three planets in successive orbits with \( n = 1, 2, 3 \). There maybe other planets with higher \( n \) that have not been detected yet.

However, another set of possible numbers \( n \) is obtained taking 1.615/2 = 0.808, 3.363/4 = 0.841 and 4.973/6 = 0.829, so the orbital numbers could be \( n = 2, 4 \) and 6. The resulting set of orbits is then \( T_n^{1/3} = 0.83n \). Other orbits would then be
TABLE 2. Extrasolar planetary systems with three planets.

<table>
<thead>
<tr>
<th>System</th>
<th>Mass ($M_J$)</th>
<th>$T$ (days)</th>
<th>$a$ (AU)</th>
<th>$n$</th>
<th>$nv_n$ (km/s)</th>
<th>$k$</th>
</tr>
</thead>
<tbody>
<tr>
<td>61 Vir b</td>
<td>0.016</td>
<td>4.215</td>
<td>0.05020</td>
<td>1</td>
<td>129.6</td>
<td></td>
</tr>
<tr>
<td>c</td>
<td>0.0573</td>
<td>38.021</td>
<td>0.2175</td>
<td>2</td>
<td>124.4</td>
<td></td>
</tr>
<tr>
<td>d</td>
<td>0.072</td>
<td>123.01</td>
<td>0.476</td>
<td>3</td>
<td>126.3</td>
<td></td>
</tr>
<tr>
<td>(n$v_n$) = 127 ± 3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>5</td>
</tr>
<tr>
<td>Ups And b</td>
<td>0.69</td>
<td>4.617136</td>
<td>0.059</td>
<td>1</td>
<td>139.0</td>
<td></td>
</tr>
<tr>
<td>c</td>
<td>1.92</td>
<td>241.33</td>
<td>0.832</td>
<td>4</td>
<td>150.0</td>
<td></td>
</tr>
<tr>
<td>d</td>
<td>4.13</td>
<td>1278.1</td>
<td>2.51</td>
<td>7</td>
<td>149.6</td>
<td></td>
</tr>
<tr>
<td>(n$v_n$) = 146 ± 6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>6</td>
</tr>
<tr>
<td>HD 69830 b</td>
<td>0.033</td>
<td>8.667</td>
<td>0.0785</td>
<td>2</td>
<td>197.1</td>
<td></td>
</tr>
<tr>
<td>c</td>
<td>0.038</td>
<td>31.56</td>
<td>0.186</td>
<td>3</td>
<td>192.4</td>
<td></td>
</tr>
<tr>
<td>d</td>
<td>0.058</td>
<td>197</td>
<td>0.63</td>
<td>6</td>
<td>208.8</td>
<td></td>
</tr>
<tr>
<td>(n$v_n$) = 200 ± 9</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>8</td>
</tr>
<tr>
<td>GLIESE 876 d</td>
<td>0.02</td>
<td>1.93785</td>
<td>0.021</td>
<td>2</td>
<td>233.6</td>
<td></td>
</tr>
<tr>
<td>c</td>
<td>0.83</td>
<td>30.258</td>
<td>0.132</td>
<td>5</td>
<td>237.3</td>
<td></td>
</tr>
<tr>
<td>d</td>
<td>2.64</td>
<td>61.067</td>
<td>0.211</td>
<td>6</td>
<td>225.5</td>
<td></td>
</tr>
<tr>
<td>(n$v_n$) = 232 ± 6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>10</td>
</tr>
<tr>
<td>HD 40307 b</td>
<td>0.0132</td>
<td>4.345</td>
<td>0.047</td>
<td>3</td>
<td>356.3</td>
<td></td>
</tr>
<tr>
<td>c</td>
<td>0.0216</td>
<td>9.62</td>
<td>0.081</td>
<td>4</td>
<td>366.4</td>
<td></td>
</tr>
<tr>
<td>d</td>
<td>0.0288</td>
<td>20.46</td>
<td>0.134</td>
<td>5</td>
<td>356.3</td>
<td></td>
</tr>
<tr>
<td>(n$v_n$) = 360 ± 6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>15</td>
</tr>
<tr>
<td>PSR 1257+1 b</td>
<td>7e-05</td>
<td>25.2620</td>
<td>0.19</td>
<td>5</td>
<td>409.1</td>
<td></td>
</tr>
<tr>
<td>c</td>
<td>0.013</td>
<td>66.5419</td>
<td>0.36</td>
<td>7</td>
<td>412.0</td>
<td></td>
</tr>
<tr>
<td>d</td>
<td>0.012</td>
<td>98.2114</td>
<td>0.46</td>
<td>8</td>
<td>407.6</td>
<td></td>
</tr>
<tr>
<td>(n$v_n$) = 409 ± 3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>17</td>
</tr>
<tr>
<td>HD 181333 b</td>
<td>0.238</td>
<td>9.3743</td>
<td>0.08</td>
<td>1</td>
<td>92.8</td>
<td></td>
</tr>
<tr>
<td>c</td>
<td>0.64</td>
<td>962</td>
<td>1.76</td>
<td>5</td>
<td>99.5</td>
<td></td>
</tr>
<tr>
<td>d</td>
<td>0.54</td>
<td>2172</td>
<td>3.0</td>
<td>6</td>
<td>90.2</td>
<td></td>
</tr>
<tr>
<td>(n$v_n$) = 94 ± 5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>4</td>
</tr>
<tr>
<td>HD 74156 b</td>
<td>1.88</td>
<td>51.65</td>
<td>0.294</td>
<td>1</td>
<td>61.9</td>
<td></td>
</tr>
<tr>
<td>d</td>
<td>0.396</td>
<td>336.6</td>
<td>1</td>
<td>2</td>
<td>65.3</td>
<td></td>
</tr>
<tr>
<td>e</td>
<td>8.03</td>
<td>2476</td>
<td>3.85</td>
<td>4</td>
<td>67.7</td>
<td></td>
</tr>
<tr>
<td>(n$v_n$) = 65 ± 3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>3</td>
</tr>
<tr>
<td>HD 37124 b</td>
<td>0.64</td>
<td>154.46</td>
<td>0.529</td>
<td>2</td>
<td>74.5</td>
<td></td>
</tr>
<tr>
<td>d</td>
<td>0.624</td>
<td>843.6</td>
<td>1.64</td>
<td>3</td>
<td>64.5</td>
<td></td>
</tr>
<tr>
<td>c</td>
<td>0.683</td>
<td>2295</td>
<td>3.19</td>
<td>4</td>
<td>60.5</td>
<td></td>
</tr>
<tr>
<td>(n$v_n$) = 68 ± 7</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>3</td>
</tr>
<tr>
<td>HIP 14810 b</td>
<td>3.88</td>
<td>6.67386</td>
<td>0.0692</td>
<td>1</td>
<td>112.9</td>
<td></td>
</tr>
<tr>
<td>c</td>
<td>1.28</td>
<td>147.73</td>
<td>0.545</td>
<td>3</td>
<td>121.7</td>
<td></td>
</tr>
<tr>
<td>d</td>
<td>0.57</td>
<td>962</td>
<td>1.89</td>
<td>5</td>
<td>108.0</td>
<td></td>
</tr>
<tr>
<td>(n$v_n$) = 114 ± 7</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>5</td>
</tr>
<tr>
<td>47 Uma b</td>
<td>2.53</td>
<td>1078</td>
<td>2.1</td>
<td>3</td>
<td>63.6</td>
<td></td>
</tr>
<tr>
<td>c</td>
<td>0.54</td>
<td>2391</td>
<td>3.6</td>
<td>4</td>
<td>65.5</td>
<td></td>
</tr>
<tr>
<td>d</td>
<td>1.64</td>
<td>14002</td>
<td>11.6</td>
<td>7</td>
<td>63.1</td>
<td></td>
</tr>
<tr>
<td>(n$v_n$) = 64 ± 2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>3</td>
</tr>
</tbody>
</table>
possible. For \( n = 1 \), the period would be \( T_1 = 0.57 \) days. In Ref. [5], there are no stars with planets with such a small period (only the star WASP 19 has the planet b with the period equal to 0.789 day [5]).

Similar calculations may be performed with semi-major axes. For the planets b, c and d of the star 61 Vir, the semi-major axes (in AU) are 0.0502, 0.2175 and 0.476 (Table 2). Then the values of \( a_{1/2}^{1/2} \) are 0.224, 0.466 and 0.690. It follows that 0.224:1= 0.224, 0.466:2= 0.233 and 0.690:3= 0.231. As expected from the previous considerations, the orbital numbers are \( n = 1, 2, \) and 3 and \( a_{1/2}^{1/2} = 0.23n \). As above, another possible set of numbers for known orbits is \( n = 2, 4, 6 \), then \( a_{1/2}^{1/2} = 0.115n \), which for \( n = 1 \) gives \( a_1 = 0.013 \) AU. Note, there are no stars with such a small planetary orbit (only star GJ 1214 has planet b with the semi-major axis \( a = 0.014 \) AU [5]). The number of missing planets would be three, at \( n = 1, 3 \) and 5. Which set of numbers is real has to be confirmed by additional observational data. This ambiguity is at present unavoidable.

Another example is the star 47 Uma with three detected planets, with assigned orbital numbers \( n = 3, 4, \) and 7 (see Table 2). Square root of \( a_{n} \) of the planets b, c and d are 1.45, 1.90 and 3.41 (AU)^{1/2}. Following Eq. (2'), one obtains: 1.45/3 = 0.48, 1.90/4 = 0.48 and 3.41/7 = 0.49. Consequently, occupied orbits are \( n = 3, 4 \) and 7 and orbits 1, 2, 5 and 6 have not been detected, or may even be nonexisting. Again, a definitive conclusion may be obtained only by new observational data.

In the examples above, the systems with three planets are discussed in which the method of the determination of orbital numbers in a planetary system is given.

In the following analysis, the systems with at least four planets are examined. These are the Sun’s terrestrial and Jovian planets, and the planets of stars HD160691, 55 Cnc, GI 581 and HD 10180.

In Table 1 shows the parameters of the planets: the masses, periods, semi-major axes, calculated orbital numbers \( n \), and the products \( nv_n \) with average values and errors, and for each system the spacing number \( k \) (last column).

Orbital velocity is calculated using the simple formula \( v_n = 2\pi a_n / T_n \) AU/day, in which it is assumed that \( a_n \) could be taken as the radius of circular orbits. If \( a_n \) in this formula is in units AU and \( T_n \) in days, then \( v_n = 1.0879 \times 10^4 a_n / T_n \) km s\(^{-1}\). It was shown that \( nv_n \) is nearly constant for a particular system according to Eq. (5), but depends on the value of the integer \( k \) [1c].

The dependence of \( T_1/T_3 \) on \( n \) is illustrated in Fig. 1.

Figure 1 are also shows the data for the satellites of Jupiter, Saturn and Uranus, also given in Table 3. This is done according to our statement that in all planar systems, the existing bodies rotate about the central large body in orbits according to the same physical law, and in particular satisfy the quantization of the specific angular momentum. It means that Jupiter with its satellites may be considered as a small planetary system. That similarly holds for other systems. For example, planetary system of the star Cnc 55 “has some basic structural attributes found in our solar system” [6]. It is also pointed out that the HD 10180 planetary system shows the regular pattern of planets’ orbits, as is also seen in the solar system [7].
Fig. 1. Third roots of periods divided by chosen small integers \( n \) give the straight lines for all bodies in each planetary system. The \( n \)s are the orbital numbers (see Eq. (5')). Systems with at least four bodies are shown.

**TABLE 3. Systems of satellites of Jupiter, Saturn and Uranus.**

<table>
<thead>
<tr>
<th>System</th>
<th>( T ) (days)</th>
<th>( a ) (AU)</th>
<th>( n )</th>
<th>( n \nu_n ) (km/s)</th>
<th>( k )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jupiter</td>
<td>Am. 0.498</td>
<td>0.00121</td>
<td>2</td>
<td>52.65</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Io 1.569</td>
<td>0.00282</td>
<td>3</td>
<td>52.01</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Eu. 3.551</td>
<td>0.00449</td>
<td>4</td>
<td>54.98</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Gan. 7.155</td>
<td>0.00715</td>
<td>5</td>
<td>54.42</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Call. 16.689</td>
<td>0.0126</td>
<td>6</td>
<td>49.23</td>
<td></td>
</tr>
<tr>
<td></td>
<td>( \langle n \nu_n \rangle = 52.7 \pm 1.6 )</td>
<td></td>
<td></td>
<td></td>
<td>2</td>
</tr>
<tr>
<td>Saturn</td>
<td>Jan. 0.693</td>
<td>0.00101</td>
<td>6</td>
<td>95.11</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Mim. 0.942</td>
<td>0.00124</td>
<td>7</td>
<td>100.24</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Enc. 1.370</td>
<td>0.00159</td>
<td>8</td>
<td>101.07</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Teth. 1.888</td>
<td>0.00197</td>
<td>9</td>
<td>102.16</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Dione 2.737</td>
<td>0.00252</td>
<td>10</td>
<td>100.27</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Rhea 4.518</td>
<td>0.00352</td>
<td>11</td>
<td>93.31</td>
<td></td>
</tr>
<tr>
<td></td>
<td>( \langle n \nu_n \rangle = 98.69 \pm 3.0 )</td>
<td></td>
<td></td>
<td></td>
<td>4</td>
</tr>
<tr>
<td>Uranus</td>
<td>Ariel 2.520</td>
<td>0.00128</td>
<td>5</td>
<td>27.55</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Umb. 4.144</td>
<td>0.00178</td>
<td>6</td>
<td>28.04</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Tit. 8.706</td>
<td>0.00291</td>
<td>7</td>
<td>25.49</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Ober. 13.463</td>
<td>0.0039</td>
<td>8</td>
<td>25.21</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Mir. 1.414</td>
<td>0.000865</td>
<td>4</td>
<td>26.62</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Puck 0.672</td>
<td>0.000575</td>
<td>3</td>
<td>24.62</td>
<td></td>
</tr>
<tr>
<td></td>
<td>( \langle n \nu_n \rangle = 28.26 \pm 1.2 )</td>
<td></td>
<td></td>
<td></td>
<td>1</td>
</tr>
</tbody>
</table>
The dependence of \( nv_n \) on \( k \) is shown in Fig. 2. Straight line obtained by linear regression is

\[
v_n = (23.64 \pm 0.32)k + 3.76 \pm 0.87 \text{ km s}^{-1}
\] (6)

Since \( nv_n = kv_0 \)

\[
v_0 = (23.64 \pm 0.32) \text{ km s}^{-1}.
\] (7)

Note that \( nv_n \) for the planet 55 Cnc, \( e \) is considerably smaller than those of the other planets with \( n = 2, 3, 5 \) and 14. The reason for that remains unknown, and in Table 1 both \( e \) and \( nv_1 \) are given in parentheses and are not included in mean value \( \langle nv_n \rangle \).

Fig. 2. Products \( nv_n \) of orbital number \( n \) with orbital velocities \( v_n \) for all systems represented in Fig. 1 are shown in steps defined by the spacing number \( k \).

The number \( k \) defines the spacing of orbits in a system. It is interesting to point out that Jovian planets and satellites of Uranus both have \( k = 1 \). It means that orbital velocities decrease with \( n \) equally in both systems. Thus, for the \( n = 5 \) planet Neptune and Uranian satellite Ariel have the same orbital velocities. This is wonderful having in mind that the planar systems of Sun and Uranus are mutually nearly orthogonal. It is also impressive that planets of the star HD 160691 have \( k = 4 \) as the satellites of Saturn. Deviation of \( v_0 \) in Eq. (6) is less than 2%, owing to the analysis of four or more planets per system.
However, 11 systems with only 3 planets per system have greater dissipation of $nv_n$, as can be seen in Table 2, where maximum errors are included. Nevertheless, the mean $nv_n$ values may be distributed so that they are close to a straight line defined by Eq. (6), as is illustrated in Fig. 3.

![Fig. 3. Dependence of $nv_n$ on $k$ for all systems shown in Fig. 2 and for all systems with three planets.](image)

The straight line determined by all considered systems listed in Tables 1–3 is

$$nv_n = (23.76 \pm 0.16)k + (2.48 \pm 0.69) \ \text{km s}^{-1}.$$ 

Therefore, $v_0 = (23.8 \pm 0.2) \ \text{km s}^{-1}$. In spite of the satisfactory description of the dependence of $nv_n$ on $k$, the systems with 3 planets cannot safely confirm the quantization of $nv_n$ with the above step of $v_0$. Additional stars with more planets should be decisive for a final conclusion. Hopefully, advanced technique of observations of extrasolar planetary systems will help in reaching a definite solution.

3. Conclusion

We applied our model of quantization of orbits in the solar system on newly discovered extrasolar planetary systems. We confirmed that the square law for the distribution of orbits deduced from observational orbital parameters in solar system (Eq. (1) and/or Eq. (2)) also holds for the extrasolar planetary systems. Both integers, the orbital number $n$ and the spacing number $k$, can easily be determined.
from observed periods and semi-major axes of planets in systems considered. All this may be useful in the classification of orbits. Thus third root of the period divided by some small integer number \( n \) needs to be nearly constant for all planets in the system. Then, \( n \) is the number of orbit. We emphasize that the square law of orbits defines only the architecture of the planetary system, but details can only be determined by using observational parameters of some real objects belonging to the system considered. When the possible set of orbits is defined on the basis of occupied orbits, then one can anticipate which empty orbits could contain unobserved planets.

For example, the 55 Cnc planets e, b, c, f, and d are, according to our analysis, located at orbits 1, 2, 3, 5 and 14. Eight orbits at \( n = 4, 6, \ldots, 13 \) are empty. The first thought is that at orbit 4 could be a small yet undetected planet. Moreover, the authors in Ref. [6] presume that in the gap between periods of 260 days to 13 yr several planets could exist and probably maintain dynamical stability.

In the HD 10180 planetary system, the first five orbits are occupied by the planets b, c, d, e, and f. The last planet h with relatively large mass is at the orbit 14. But at orbit 9 there is the planet g. Similarity with 55 Cnc system is impressive.

The procedure outlined above has also been applied to the origin of the Moon. Namely, in the terrestrial planets, the orbit 7 is empty and is located between Mars and Ceres. We have put forward a hypothesis that the Moon originated at that orbit and later on migrated to be captured by the Earth [1e]. The argument for such an assertion is that definite mass and volume of the Moon are expected when compared with the same quantities of all terrestrial planets.

We hope that determination of possible orbits according to square law could be a guide in the search for extrasolar planetary systems.
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Analiza parametra putanja planeta i glavnih planetarnih satelita u sunčevom sustavu, objavljena u našim prijašnjim radovima, upućuje na to da bi sunčev sustav mogao biti prototip i za planetarne sustave zvijezda sličnih Suncu. Zahvaljujući novijim rezultatima u detekciji izvan sunčevih planet (exoplaneta) omogućena je provjera ove pretpostavke. U tu svrhu su najpogodniji sustavi sa četiri i više planeta, ali nažalost takvih sustava je otkriveno samo nekoliko. Veći broj sustava ima samo tri planete, ali i njihova analiza daje potporu gornjoj pretpostavci iako sa manjom vjerodostojnošću. Kvantizacija putanja u sunčevom sustavu s cijelim brojem \( n \), i kvantizacija prostornosti (pakiranja) putanja sa cijelim brojem \( k \), vodi na relaciju \( nv_n = kv_0 \), gdje je \( v_n \) brzina planete na putanji, a \( v_0 \) je konstantna brzina za sve sustave. Ove veličine mogu se odrediti i u izvansunčevim sustavima. Očekujemo da će nova otkrića exoplaneta potvrditi naša dosadašnja znanja.
Areal velocities of planets and their comparison
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Abstract

We have utilized the fact that the areal velocity of a planet is directly proportional to the appropriate number of the planet, while its distance is directly proportional to the square of this number. We have confirmed a previous proposal of the quantization of the planetary orbits, but with the first possible orbit of a planet in the solar system identical only to an order of magnitude. Using this method, we have treated moons of two planets and one extrasolar system. We have investigated a successive numbering and suggested a Schmidt-like formula in the planets and the Jovian moons.
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1 Introduction

The formation of the solar system and its development are well described in [1]. The existing theories presume the age of the solar system as 4.5 billion years and that the entire system was created approximately 100 million years after the formation of the Sun. Despite of this, some of the chronological events of the formation of the system still remain unknown to us.

Comparing with the young T Tauri stars, we can say that the Sun formed in the center of a protoplanetary disk with the dimensions of approximately 1000 AU. The planets formed in the first 10 million years after the formation of the protoplanetary disk. The development of the solar system was terminated approximately 90 million years after the formation of the protoplanetary disk.

Very interesting papers have been devoted to the mechanism in protoplanetary disks [2, 3]. Turbulent processes have been described in nascent protoplanetary
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nebulas. These topics have been the subject of many papers. The beginning of modern theories dates since Kuiper [4], who has shown that the protoplanetary nebulas would have to be more massive than the algebraic sum of masses of all planets.

We can divide papers describing the distribution of distances into several categories. Many empirical formulas describe the distances on the condition of suitable numbering of planets [5, 6]. Dubrulle and Graner [7, 8] have shown that using the rotational symmetry and the scale invariance, we can derive a geometric progression for any model system in the form

$$r_n = r_0 K^n,$$

where $n$ is an integral number, $r_0$ is an initial distance, and $K$ is a constant that determines the distribution of distances in the system. A successive numbering of planets is assumed as is respectable to such an impressive formula. Krot has created an evolutionary model of the rotating and gravitating spherical body [9]. He has remembered that with the aid of specific angular momentum of protoplanets, Schmidt derived the square root of radius $R_n$ of the orbit for the $n$th protoplanet [10],

$$\sqrt{R_n} = a + bn,$$

where $a$ and $b$ are constants. Then he has generalized the Schmidt law for the solar system leaving (2), a mere linear approximation.

The first quantum formulas are comparable in complexity with (2). Agnese and Festa [11, 12] have described the distances of planets in the solar system as a gravitational atom [13] using the famous Bohr-Sommerfeld rules. The successive numbering is possible only for the terrestrial planets. The other planets are numbered “suitably”, i.e., so that a best fit is achieved. They have shown that this description can be applied to extrasolar systems. They have proposed a gravitational constant in conformity with the clue to the unification of gravitation and particle physics [14]. The hypothesis of a fundamental orbital distance 0.055 AU has been a very interesting result [11, 12, 15, 16]. A derivation of the Schrödinger equation [17, 18] from the Newton mechanics has inspired many variations of quantum description [13, 19, 20, 21]. We can find solutions of the Schrödinger equation in [21, 22], which lead to possible discrete orbits by means of the quantum averaging. The distances of planets obtained in such a way exhibit a dependence on the main and orbital quantum numbers. The probability densities have been derived for each orbit and the number of possible orbits in the solar system has been reduced [22].

Till now 360 extrasolar planets have been discovered near stars with similar mass as the Sun. Every day we observe new extrasolar planets or protoplanetary disks. Theories of migrating planets suppose that, if two high mass planets form near each other, both the planets will change orbits around the star and also the collisions with next big bodies will change orbits of planets in a young planetary
system [23, 24, 25]. According to these theories, the predictions of orbits are very problematic.

In section 2, we will expound the method under application and use it for the planets in the outer part of the solar system. In section 3, we will apply it to the systems of moons around Jupiter and Uranus. In section 4, we will consider the extrasolar system HD10180 [26].

2 Correlation of areal velocities

Agnese and Festa [11, 12] have invented allowed planetary orbits with the major semi-axes and excentricities

\[ \bar{a}_n = \bar{a}_1 n^2, \quad \bar{\varepsilon}_{nl} = \sqrt{1 - \frac{l^2}{n^2}}, \quad (3) \]

respectively, where \( \bar{a}_1 \) means a possible first orbit of a planet, \( n \) is a principal number and \( l \) is an azimuthal number, \( l = 1, \ldots, n, \quad n = 1, 2, 3, \ldots, \infty \). Assuming \( l = n \) (circular orbits), they describe the distribution of planetary distances in words that we formalize as

\[ r(p) = \bar{a}_{n(p)}, \quad (4) \]

where \( p = \text{Mercury, Venus, Earth, Mars, (Ceres,) Jupiter, Saturn, Uranus, Neptune, Pluto and } n(\text{Mercury}) = 3, \quad n(\text{Venus}) = 4, \quad n(\text{Earth}) = 5, \quad n(\text{Mars}) = 6, \quad (n(\text{Ceres}) = 8, n(\text{Jupiter}) = 11, \quad n(\text{Saturn}) = 15, \quad n(\text{Uranus}) = 21, \quad n(\text{Neptune}) = 26, \quad n(\text{Pluto}) = 30. \) It can be seen that the inner planets are successively numbered and the outer planets are rather numbered with a step of 5. For the first orbit it holds that

\[ \bar{a}_1 = \frac{G M^{(\text{Sun})}}{\alpha_g c^2}, \quad (5) \]

where \( G \) is the gravitational constant, \( c \) is the speed of light, \( \alpha_g \) is a gravitational structure constant, \( 1/\alpha_g = 2113 \pm 15 \) [11], and \( M^{(\text{Sun})} \) is the mass of the Sun in application to the first possible orbit in the solar system. We remark that the gravitational structure constant, whose value was calculated from data of the solar system, has been tested against extrasolar planets and provided an orbit \( \bar{a}_1 = 0.055 \text{ AU} \) [11, 12, 15, 16]. This description has shown a very interesting connection between a model of the solar system and the hydrogen atom. In this paper, we will show that it is also possible to use quantum physics for the determination of the distribution of orbits in planetary systems.

Let us consider the solar system, where we implement a simplification that the orbits of planets are circular and the positions of planetary orbits are in one plane. We can define a circular planetary model of the solar system, which looks like the model of hydrogen atom from the “old quantum theory”. In the old quantum theory, it was only possible to explain the structure of the hydrogen
atom or an ionized atom with a single electron. The absorption or emission lines for spectroscopy were obtained in terms of the energy differences of the electron on various orbits. For these orbits it holds that (cf. Bohr’s model of hydrogen atom)

\[ m_e \bar{v}_n \bar{r}_n = n \hbar, \]  

(6)

where \( m_e \) is the mass of electron, \( \bar{v}_n \) is the velocity of electron revolving around the nucleus, \( \bar{r}_n \) is the distance of electron to the nucleus, and \( \hbar \) is the reduced Planck constant. These orbits may not be occupied simply by more and more electrons, because the Coulombic interaction between these particles is not negligible. This quantization of orbits can be formally generalized to macroscopic bodies and the velocities related to the gravity. Agnese and Festa [11] have modified the relation (6) to the form

\[ m_p \bar{v}_n \bar{r}_n = n(\hbar + m_pc\bar{\lambda}), \]  

(7)

where \( m_p \) is the mass of planet, \( \bar{v}_n \) is the orbital velocity of planet, \( \bar{r}_n \) is its distance to the central star, \( c \) is the speed of light and \( \bar{\lambda} \) is a fundamental length.

With respect to the weak equivalence principle in the case of circular orbits, the velocities will only depend on the gravitational potential in the distance \( r \) to the Sun (the central body). On neglecting \( \hbar \) on the right-hand side of the relation (7), the independence of allowed orbits of the mass \( m_p \) is obtained. In contrast to the electrons in the atom, the orbits around the Sun can be occupied by more than one macroscopic body as far as the gravitational interactions between them can be neglected. This ad hoc hypothesis explains the regularity of the planetary orbits on the given, maybe too generous assumption.

Let us study the simplified model of the solar system and let us address to the following consideration, which comes out of Kepler’s second law: Areas which are swept out by the radius vector of planet in equal time intervals are equal, so the elementary area swept out by the radius vector of planet in the aphelium in the time \( dt \) is the same as the elementary area swept out by the radius vector of planet in the perihelium in the time \( dt \). For the area which is swept out by the radius vector of planet in the circular model, Kepler’s second law is valid as well. For the areal velocities of planets, \( w(p) \), it holds that

\[ 2w(p) = v(p)r(p). \]  

(8)

Let us compare the areal velocities of planets for the outer part of the solar system, with the allowed areal velocities \( \bar{w}_n \), \( 2\bar{w}_n = \bar{v}_n \bar{r}_n \), which will be appropriately defined.

From Table 1, we can substitute a formula \( v(p)r(p) = n(p)K(p) \) by a new formula \( \bar{v}_n \bar{r}_n = nK^{\text{(approx)}} \), where \( n = n(p) \) and \( K^{\text{(approx)}} \) is a constant, viz., an approximate value of \( K(p) \), or

\[ v(p)r(p) \approx n(p)K^{\text{(approx)}}, \]  

(9)
Table 1: Parameters $K(p)$, $K^{(\text{approx})}$ and $n(p)$ for the outer part of the solar system.

<table>
<thead>
<tr>
<th>$p$</th>
<th>$v(p)r(p)$</th>
<th>$n(p)$</th>
<th>$K(p)$</th>
<th>$K^{(\text{approx})}$</th>
<th>$n(p)K^{(\text{approx})}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jupiter</td>
<td>$1.02 \times 10^{16}$</td>
<td>10</td>
<td>$1.02 \times 10^{15}$</td>
<td>$1.00 \times 10^{15}$</td>
<td>$1.00 \times 10^{16}$</td>
</tr>
<tr>
<td>Saturn</td>
<td>$1.38 \times 10^{16}$</td>
<td>14</td>
<td>$9.87 \times 10^{15}$</td>
<td>$1.00 \times 10^{15}$</td>
<td>$1.40 \times 10^{16}$</td>
</tr>
<tr>
<td>Uranus</td>
<td>$1.95 \times 10^{16}$</td>
<td>20</td>
<td>$9.75 \times 10^{15}$</td>
<td>$1.00 \times 10^{15}$</td>
<td>$2.00 \times 10^{16}$</td>
</tr>
<tr>
<td>Neptune</td>
<td>$2.45 \times 10^{16}$</td>
<td>25</td>
<td>$9.80 \times 10^{15}$</td>
<td>$1.00 \times 10^{15}$</td>
<td>$2.50 \times 10^{16}$</td>
</tr>
</tbody>
</table>

Figure 1: Comparison of real data $v(p)r(p)$ ($\times$) with the formula $n(p)K^{(\text{approx})}$ ($\circ$) for the outer parts of the solar system.
where \( p = \) Jupiter, Saturn, Uranus, Neptune. A comparison of real data \( v(p)r(p) \) with the approximate formula \( n(p)K^{\text{approx}} \) is illustrated in Figure 1.

We find \( \bar{v}_n, \bar{r}_n \) such that they fulfill the relation

\[
\bar{v}_n \bar{r}_n = nK^{\text{approx}}
\]

and Newton’s gravitational law

\[
\bar{v}_n = \sqrt{\frac{GM(\text{Sun})}{\bar{r}_n}}.
\]

We arrive at

\[
\bar{r}_n = \bar{a}_1 n^2,
\]

where

\[
\bar{a}_1 = \frac{[K^{\text{approx}}]^2}{GM(\text{Sun})} = 0.052 \text{ AU}.
\]

We will show that the planets can be numbered successively using \( n(J) \) to \( n(J) + 3 \), where \( J \) stands for the planet Jupiter, unlike 10, 14, 20, 25 in Table 1. Traditionally, we use the least squares method. We can determine the number \( n(J) \) and a constant \( K \) such that

\[
[1.02 - n(J)K]^2 + [1.38 - (n(J) + 1)K]^2 + [1.95 - (n(J) + 2)K]^2
\]

\[
+ [2.45 - (n(J) + 3)K]^2 = \text{min}.
\]

This happens for \( n(J) = 2, \ K = 0.4857 \times 10^{16} \). We have arrived at a Schmidt-like formula.

The formula (12) is in accordance with the papers of Agnese and Festa [11, 12], but we do not use the gravitational structure constant for the definition of a possible first orbit. This is the main point in our considerations.

Now we can introduce a new parameter \( \rho_l \) of the system in the formula (13), which we call the length density of orbits,

\[
\rho_l = \frac{G}{[K^{\text{approx}}]^2}
\]

in units kg m\(^{-1}\). This new parameter can be used for the classification of extrasolar systems.

### 3 Systems of moons around planets

The procedure which we derived above, is valid also for systems of moons around planets. For a system of moons, the formula (12) is valid, where for the first orbit it holds that

\[
\bar{a}_1 = \frac{1}{\rho_l M(\text{planet})},
\]
Table 2: Parameters $K(p)$, $K^{\text{approx}}$ and $n(p)$ for the Jovian system of moons.

<table>
<thead>
<tr>
<th>p</th>
<th>$v(p)r(p)$</th>
<th>$n(p)$</th>
<th>$K(p)$</th>
<th>$K^{\text{approx}}$</th>
<th>$n(p)K^{\text{approx}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Io</td>
<td>$7.31 \times 10^{12}$</td>
<td>7</td>
<td>$1.04 \times 10^{12}$</td>
<td>$1.00 \times 10^{12}$</td>
<td>$7.00 \times 10^{12}$</td>
</tr>
<tr>
<td>Europa</td>
<td>$9.21 \times 10^{12}$</td>
<td>9</td>
<td>$1.02 \times 10^{12}$</td>
<td>$1.00 \times 10^{12}$</td>
<td>$9.00 \times 10^{12}$</td>
</tr>
<tr>
<td>Ganymedes</td>
<td>$1.16 \times 10^{13}$</td>
<td>12</td>
<td>$9.67 \times 10^{11}$</td>
<td>$1.00 \times 10^{12}$</td>
<td>$1.20 \times 10^{13}$</td>
</tr>
<tr>
<td>Callisto</td>
<td>$1.50 \times 10^{13}$</td>
<td>15</td>
<td>$1.00 \times 10^{12}$</td>
<td>$1.00 \times 10^{12}$</td>
<td>$1.50 \times 10^{13}$</td>
</tr>
</tbody>
</table>

Figure 2: Comparison of real data $v(p)r(p)$ ($\times$) with the formula $n(p)K^{\text{approx}}$ ($\circ$) for the Jovian system of moons.

where $M^{\text{(planet)}}$ is a mass of a planet that moons revolve around.

For the Jovian system, it holds that $M^{\text{(Jupiter)}} = 1.9 \times 10^{27}$ kg, $\bar{a}_1 = 7890.79$ km, $K^{\text{approx}} = 1.00 \times 10^{12}$ m$^2$s$^{-1}$. In Table 2, the parameters for the Jovian system of moons can be found. A comparison of real data $v(p)r(p)$ with the approximate formula $n(p)K^{\text{approx}}$ is illustrated in Figure 2.

We will show that the moons can be labelled with successive numbers $n(I)$ to $n(I) + 3$, where $I$ stands for the moon Io, unlike 7, 9, 12, 15 in Table 2. Again, we use the least squares method. We can find the number $n(I)$ and a constant $K$ such that

$$[7.31 - n(I)K]^2 + [9.21 - (n(I) + 1)K]^2 + [11.6 - (n(I) + 2)K]^2 + [15.0 - (n(I) + 3)K]^2 = \text{min.} \quad (17)$$

This takes place for $n(I) = 3$, $K = 2.40 \times 10^{12}$. We have indicated a Schmidt-like formula.
Figure 3: Comparison of real data $v(p)r(p)$ ($\times$) with the formula $n(p)K^{(\text{approx})}$ ($\circ$) for the Uranian system of moons.

For the Uranian system it is valid that $M^{(\text{Uranus})} = 8.7 \times 10^{25}$ kg, $\bar{a}_1 = 1723.28$ km, $K^{(\text{approx})} = 1.00 \times 10^{11}$ m$^2$s$^{-1}$. In Table 3, the parameters for the Uranian system of moons can be found. A comparison of real data $v(p)r(p)$ with the approximate formula $n(p)K^{(\text{approx})}$ is illustrated in Figure 3.

<table>
<thead>
<tr>
<th>$p$</th>
<th>$v(p)r(p)$</th>
<th>$n(p)$</th>
<th>$K(p)$</th>
<th>$K^{(\text{approx})}$</th>
<th>$n(p)K^{(\text{approx})}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Miranda</td>
<td>$8.68 \times 10^{11}$</td>
<td>9</td>
<td>$9.64 \times 10^{11}$</td>
<td>$1.00 \times 10^{11}$</td>
<td>$9.00 \times 10^{11}$</td>
</tr>
<tr>
<td>Ariel</td>
<td>$1.05 \times 10^{12}$</td>
<td>11</td>
<td>$9.57 \times 10^{11}$</td>
<td>$1.00 \times 10^{11}$</td>
<td>$1.10 \times 10^{12}$</td>
</tr>
<tr>
<td>Umbriel</td>
<td>$1.24 \times 10^{12}$</td>
<td>12</td>
<td>$1.04 \times 10^{11}$</td>
<td>$1.00 \times 10^{11}$</td>
<td>$1.20 \times 10^{12}$</td>
</tr>
<tr>
<td>Titania</td>
<td>$1.59 \times 10^{12}$</td>
<td>16</td>
<td>$9.94 \times 10^{11}$</td>
<td>$1.00 \times 10^{11}$</td>
<td>$1.60 \times 10^{12}$</td>
</tr>
<tr>
<td>Oberon</td>
<td>$1.84 \times 10^{12}$</td>
<td>18</td>
<td>$1.02 \times 10^{11}$</td>
<td>$1.00 \times 10^{11}$</td>
<td>$1.80 \times 10^{12}$</td>
</tr>
</tbody>
</table>

Table 3: Parameters $K(p)$, $K^{(\text{approx})}$ and $n(p)$ for the Uranian system of moons.

4 Extrasolar system HD 10180

We can also apply our consideration to extrasolar systems. For such systems it holds that

$$\bar{a}_1 = \frac{[K^{(\text{approx})}]^2}{GM^{(\text{Star})}},$$

where $M^{(\text{Star})}$ is a mass of a central star. Here $M^{(\text{Star})}=1.06 \pm 0.05M^{(\text{Sun})}$. We calculate further orbits according to the formula (12).
The planetary system HD10180 was introduced in [26]. It is the most explored extrasolar system with 7 planets. This extrasolar system was examined with the aid of measurements of the radial velocities of the system HARPS and that is why we selected it for our considerations.

The planet b is at the distance 0.02226 AU to the central star with the mass 1.4 times more than the mass of the Earth, the planet c is at the distance 0.0641 AU to the central star with the mass 13.16 times more than the mass of the Earth, the planet d is at the distance 0.1286 AU to the central star with the mass 11.91 of the mass of the Earth, the planet e is at the distance 0.2695 AU to the central star with the mass 25.3 of the mass of the Earth, the planet f is at the distance 0.4923 AU to the central star with the mass 23.5 of the mass of the Earth, the planet g is at the distance 1.422 AU to the central star with the mass 21.3 of the mass of the Earth, the planet h is at the distance 3.4 AU to the central star with the mass 65.2 of the mass of the Earth.

The formulas (3) and (12), with $\tilde{a}_1 = 0.055$ AU do not provide an appropriate allowed orbit, because the distance of the planet b to the central star $r(b)$, is much nearer than the radius of a possible first orbit $\tilde{a}_1$. For the system HD10180, it holds that $K^{(\text{approx})} = 1.00 \times 10^{14}$ m$^2$s$^{-1}$, with the first orbit $\tilde{a}_1 = 0.000484$ AU and the length density of orbits $\rho_l = 6.67 \times 10^{-39}$ kgm$^{-1}$. If we compare the length density of orbits with the solar system, the system HD10180 has 100 times denser orbits than the solar system. Therefore, the architecture HD10180 is much nearer than the solar system. The extrasolar system HD10180 meets the formula (12), if we apply the correct first distance $\tilde{a}_1$. In Table 4, the parameters for the system HD10180 are arranged. A comparison of real data $v(p)r(p)$ with the approximate formula $n(p)K^{(\text{approx})}$ is illustrated in Figure 4.

<table>
<thead>
<tr>
<th>p</th>
<th>$v(p)r(p)$</th>
<th>$n(p)$</th>
<th>$K(p)$</th>
<th>$K^{(\text{approx})}$</th>
<th>$n(p)K^{(\text{approx})}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>b</td>
<td>$6.86 \times 10^{14}$</td>
<td>7</td>
<td>$9.80 \times 10^{13}$</td>
<td>$1.00 \times 10^{14}$</td>
<td>$7.00 \times 10^{14}$</td>
</tr>
<tr>
<td>c</td>
<td>$1.15 \times 10^{15}$</td>
<td>12</td>
<td>$9.59 \times 10^{13}$</td>
<td>$1.00 \times 10^{14}$</td>
<td>$1.20 \times 10^{15}$</td>
</tr>
<tr>
<td>d</td>
<td>$1.63 \times 10^{15}$</td>
<td>16</td>
<td>$1.02 \times 10^{14}$</td>
<td>$1.00 \times 10^{14}$</td>
<td>$1.60 \times 10^{15}$</td>
</tr>
<tr>
<td>e</td>
<td>$2.36 \times 10^{15}$</td>
<td>24</td>
<td>$9.84 \times 10^{13}$</td>
<td>$1.00 \times 10^{14}$</td>
<td>$2.40 \times 10^{15}$</td>
</tr>
<tr>
<td>f</td>
<td>$3.19 \times 10^{15}$</td>
<td>32</td>
<td>$9.98 \times 10^{13}$</td>
<td>$1.00 \times 10^{14}$</td>
<td>$3.20 \times 10^{15}$</td>
</tr>
<tr>
<td>g</td>
<td>$5.42 \times 10^{15}$</td>
<td>54</td>
<td>$1.00 \times 10^{14}$</td>
<td>$1.00 \times 10^{14}$</td>
<td>$5.40 \times 10^{15}$</td>
</tr>
<tr>
<td>h</td>
<td>$8.38 \times 10^{15}$</td>
<td>84</td>
<td>$9.98 \times 10^{13}$</td>
<td>$1.00 \times 10^{14}$</td>
<td>$8.40 \times 10^{15}$</td>
</tr>
</tbody>
</table>

Table 4: Parameters $K(p)$, $K^{(\text{approx})}$ and $n(p)$ for the system HD10180.
5 Conclusion

Basing on the numerical agreement between calculation and real data, we have found suitable numbers of the planets and a proportionality constant of their areal velocities to this numbers. We have derived that the distance of the planet to the central star is directly proportional to the square of this number. In this way we have obtained the first possible orbit of a planet at the distance 0.052 AU in the solar system and 0.000484 AU in the system HD10180. Analogously, we have got the first possible orbit of a moon at the distance 7890.79 km in the Jovian system of moons and 1723.28 km in the Uranian moon system.

We conclude that the distances of the planets and moons in gravitational systems can be obtained as follows:

Areal velocities of planets relate to integral numbers, viz., suitable numbers of the planets. These velocities are directly proportional to the appropriate numbers of the planets with a proportionality constant $K^{\text{approx}}$.

Distances of the planets in the gravitational system are directly proportional to the squares of the numbers of the planets and the proportionality constant, the radius of a possible first orbit $\bar{a}_1$ depends on the parameter $K^{\text{approx}}$.
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Abstract
The recently published application of a diffusion equation to prediction of distances of planets in the solar system has been identified as a two-dimensional Coulomb problem. A different assignment of quantum numbers in the solar system has been proposed. This method has been applied to the moons of Jupiter on rescaling.
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1 Introduction
The 20th century is held for the golden age of the astronomy and astrophysics, when many persistent questions were solved and the human view of the universe changed radically. In spite of this, at the beginning of the 21st century, one cannot find satisfactory answers to some questions our ancestors posed as early as in the 16th century. For instance, Kepler looked for a universal law, in his Mysterium cosmographicum, to explain the planetary distances in the solar system. Nowadays, when discoveries of other planetary systems occur, such a law could explain the distances of their planets.

In 1766 Titius formulated the law, which described distances of the bodies in the solar system, and it even predicted new bodies at certain distances from the Sun [1]. Actually its being criticized led to the discovery of the remaining planets and new bodies – asteroids – in the solar system. It was the first, controversial, description of the distances of the bodies in this planetary system. But hardly any physical explanation has thus far been given. Is it a mere extravagance, or does this law have some deep physical content? May the planets around stars originate at definite distances?

Quest of the answer developed into invention of new empirical formulae, which describe, with higher or lower accuracy, the distances of the bodies in the solar system. For instance Armelini’s empirical formula has the form

\[ r_{nA} = 1.53^n, \]  

(1)

where \( n \) assumes the values: Mercury \(-2\), Venus \(-1\), Earth \(0\), Mars \(1\), asteroid Vesta \(2\), asteroid Camilla \(3\), Jupiter \(4\), Saturn \(5\), asteroid Chiron \(6\), Uranus \(7\), Neptune \(8\), and Pluto \(9\).
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In 1938 Mohorovičić invented an empirical formula [2], which describes the distances of planets and comets with high accuracy, and it also predicts an asteroid belt between Mars and Jupiter. Mohorovičić’s law says that the distances of the inner parts of the solar system increase in a sublinear manner and those of the outer parts of this system increase in a superlinear manner. In the paper [3] we have modified this law such that it satisfies also other planetary systems and those of the moons of the giant planets.

Interesting is the empirical formula, which is similar to the laws of quantum mechanics [4]

$$r_{mn} = \frac{1}{2}(m^2 + n^2)r_0,$$

where $m$ are natural numbers, $n = 0, 1, \ldots, m$ and $r_0 = 0.387$ AU. The Bohr–Sommerfeld rule of (allowed) orbits for electrons in the electric fields of the nuclei of various atoms resemble the distribution of planetary distances, but do not let us forget that this rule describes bodies (electrons), which all have the same inertial mass and the same electric charge, which replaces a gravitational mass here. To obtain a distribution of the planetary distances, one either replaces different planetary masses by their mean mass, or makes the quantum of action depend on the actual mass.

Agnese and Festa described the solar system like a gravitational atom [5]. They utilized a quantum law for the hydrogen atom, which they applied to description of major semi-axes of allowed (discretized) elliptical orbits of the bodies of the planetary system

$$r_{nAF} = r_1n^2,$$

where $n$ are natural numbers and $r_1$ is the Bohr radius of the planetary system, which is

$$r_1 = \frac{GM}{\alpha_g^2c^2},$$

where $G$ is the gravitational constant, $M$ the mass of the central body, $c$ the vacuum speed of light and $\alpha_g$ is a gravitational structure constant, which has the property $\frac{1}{\alpha_g} = 2113 \pm 15$. Agnese and Festa have shown that this description of distances satisfies also the planetary system $\upsilon$ Andromedae [6] and other stellar systems alike on substituting the mass of the appropriate central star for the mass $M$. A study which elaborates on such ideas has been presented in [7].

Recently, the significance of the Titius–Bode law has been evaluated both by generating random planetary systems [8] and by the help of methods of the modern statistical analysis [9]. In the papers [10, 11] the authors point out quantum features also on large scales, namely discrete values of distances of possible planets and galaxies.

In quantum mechanics one utilizes Schrödinger’s equation for the description of a physical system. In the paper [12], the stochastic mechanics is constructed, i. e., the Schrödinger equation is obtained as a classical diffusion equation by the help of the hypothesis that any particle in any interaction also exhibits a universal Brownian motion [13]. The main problem of this kind of derivation is a convincing physical origin for that universal Brownian motion, although a possibility is the quantum nature of space-time [14]. The chaotic behaviour of the solar system during its formation and evolution [15, 16] suggests a diffusion process to be described in terms of a Schrödinger-type equation. The description of the planetary system using a Schrödinger-type diffusion equation has been realized in [17]. There the authors have adapted the Schrödinger equation to the planetary system and shown that there exist very many orbits, on which possible planets may originate. That paper has stimulated us to the following considerations.
2 Discrete distances in the gravitational field of an astronomical body

Let us consider a body of the mass $M_p$, which orbits a central body of the mass $M$ and has the potential energy $V(x, y, z)$ in its gravitational field. Because planets and moons of the giant planets revolve approximately in the same plane, we consider $z = 0$. Because they revolve in the same direction, we choose directions of the axes $x$, $y$ and $z$ such that the planets or moons of giant planets revolve counter-clockwise. Then we write the modified Schrödinger equation for the wave function $\psi = \psi(x, y)$ from the part of the Hilbert space $L^2(R^2) \cap C^2(R^2)$ and the eigenvalue $0 > E \in R$ in the form

$$-\frac{\hbar^2}{2M_p} \left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} \right) \psi + V(x, y)\psi = E\psi,$$  \hspace{1cm} (5)

where $\hbar \approx 1.48 \times 10^{15} M_p$, $V(x, y) = V(x, y, z)$ and $E$ is the total energy. Negative $E$ classically correspond to the elliptic Kepler orbits and the localization property (bound state) is conserved also in the quantum mechanics for such total energies $E$. The factor $1.48 \times 10^{15}$ is not a dimensionless number, but the unit of its measurement is m$^2$/s$^{-1}$. With respect to the unusual unit we do not wonder that Agnese and Festa [5] consider this factor in the form of a product, such that $\bar{\hbar} = \lambda c M_p$, where $\lambda \approx 4.94 \times 10^{5}$ m.

We transform equation (5) into the polar coordinates,

$$-\frac{\hbar^2}{2M_p} \left( \frac{\partial^2 \tilde{\psi}}{\partial r^2} + \frac{1}{r} \frac{\partial \tilde{\psi}}{\partial r} + \frac{1}{r^2} \frac{\partial^2 \tilde{\psi}}{\partial \theta^2} \right) + \tilde{V}(r)\tilde{\psi} = E\tilde{\psi},$$  \hspace{1cm} (6)

where $\tilde{\psi} \equiv \psi(r, \theta) = \psi(r \cos \theta, r \sin \theta)$ and $\tilde{V}(r) = V(r \cos \theta, r \sin \theta)$ does not depend on $\theta$. Particularly we choose

$$\tilde{V}(r) = -\frac{GM_p M}{r}.$$  \hspace{1cm} (7)

With respect to the Fourier method we assume a solution of the equation (7) in the form

$$\tilde{\psi}(r, \theta) = R(r)\Theta(\theta).$$  \hspace{1cm} (8)

The original eigenvalue problem is transformed, equivalently, to two eigenvalue problems

$$\Theta''(\theta) = -\Lambda \Theta,$$  \hspace{1cm} (9)

$$\Theta(0) = \Theta(2\pi)$$  \hspace{1cm} (10)

and

$$R''(r) + \frac{1}{r} R'(r) + \left\{ -\frac{\Lambda}{r^2} + \left[ E - \tilde{V}(r) \frac{2M_p}{\hbar^2} \right] \right\} R(r) = 0,$$  \hspace{1cm} (11)

$$\lim_{r \to 0^+} [\sqrt{r} R(r)] = 0, \quad \sqrt{r} R(r) \in L^2((0, \infty)).$$  \hspace{1cm} (12)

The solution of the problem (9)–(10) has the form

$$\Theta_l(\theta) = \frac{1}{\sqrt{2\pi}} \exp (il\theta)$$  \hspace{1cm} (13)

for $l = \pm \sqrt{\Lambda} \in Z$.

Here $l = 0$ should mean a body, which does not revolve at all. In the classical mechanics such a body moves close to a line segment ending at the central body, and it spends a short time in the vicinity of this body. In this paper we utilize some – not all – of the concepts
of quantum mechanics and we will not avoid the case \( l = 0 \) [17]. In (13) \( l = 1, 2, \ldots, \infty \) corresponds to the counter-clockwise revolution.

Respecting (7), the equation (11) becomes

\[
R''(r) + \frac{1}{r} R'(r) + \left\{ -\frac{l^2}{r^2} - B - \frac{2M_p}{\hbar_M^2} \left( -\frac{GM_p M}{r} \right) \right\} R(r) = 0, \tag{14}
\]

where

\[
B = -\frac{2M_p E}{\hbar_M^2} = -\frac{2}{(\lambda_M c)^2 M_p}. \tag{15}
\]

Let us note that

\[
\frac{M_p GM_p M}{\hbar_M^2} = \frac{GM}{(\lambda_M c)^2}. \tag{16}
\]

On substituting \( r = \frac{\rho}{2\sqrt{B}} \) and introducing

\[
\tilde{R}(\rho) = R \left( \frac{\rho}{2\sqrt{B}} \right), \tag{17}
\]

equation (14) becomes

\[
\tilde{R}''(\rho) + \frac{1}{\rho} \tilde{R}'(\rho) + \left( -\frac{1}{4} + \frac{k}{\rho} - \frac{l^2}{\rho^2} \right) \tilde{R}(\rho) = 0, \tag{18}
\]

where

\[
k = \frac{GM}{(\lambda_M c)^2 \sqrt{B}}. \tag{19}
\]

For later reference let us note that, inversely,

\[
\sqrt{B} = \frac{GM}{(\lambda_M c)^2}, \tag{20}
\]
\[
-\frac{E}{M_p} = \frac{(\lambda_M c)^2}{2} B \tag{21}
\]
\[
= \frac{(GM)^2}{2(\lambda_M c)^2 k^2}. \tag{22}
\]

Expressing \( \tilde{R}(\rho) \) in the form

\[
\tilde{R}(\rho) = \frac{1}{\sqrt{\rho}} u(\rho), \tag{23}
\]

we obtain an equation for \( u(\rho) \)

\[
u''(\rho) + \left[ -\frac{1}{4} + \frac{k}{\rho} - \left( l^2 - \frac{1}{4} \right) \frac{1}{\rho^2} \right] u(\rho) = 0, \tag{24}
\]

where \( \ell' = l \). It is familiar that this equation has two linear independent solutions \( M_{k,l'}(\rho) \), \( M_{k,-l'}(\rho) \), if \( l' \) is not an integer number. When \( l' \) is integer, the solution \( M_{k,-l'}(\rho) \) must be replaced with a more complicated solution. It can be proven that the other solution is not regular for \( \rho = 0 \) (it diverges as \( \ln \rho \) for \( \rho \to 0 \)). The remaining solution \( M_{k,l}(\rho) \) can be transformed to a wave function from the space \( L_2((0, \infty)) \) if and only if \( k - l - \frac{1}{2} = n_r \) is any nonnegative integer number. We choose this function to be

\[
u_{kl}(\rho) = C_{kl} M_{k,l}(\rho), \tag{25}
\]
where $C_{kl}$ is an appropriate normalization constant and $M_{k,l}(\rho)$ is a Whittaker function, namely

$$M_{k,l}(\rho) = \rho^{l+\frac{1}{2}} \exp\left(-\frac{\rho}{2}\right) \Phi\left(l - k + \frac{1}{2}, 2l + 1; \rho\right),$$

where $\Phi$ is the confluent (or degenerate) hypergeometric function. In (25) the constant $C_{kl}$ has the property

$$\int_0^\infty r[R_{kl}(r)]^2 dr = 1,$$

or it is

$$C_{kl} = 2\sqrt{B} \frac{1}{(2l)!} \sqrt{\frac{(n+l-1)!}{2k(n-l-1)!}}.$$

Then

$$R_{kl}(r) = 2\sqrt{B} \sqrt{\frac{(n-l-1)!}{2k\Gamma(n+l)}} \exp(-r\sqrt{B}) (2r\sqrt{B})^l L_{n-l-1}^l(2r\sqrt{B}),$$

where $n = k + \frac{1}{2}, L_{n-l-1}^l(x)$ is a Laguerre polynomial, and the relation (20) holds.

3 Interpretation of formulae derived

Having solved the modified Schrödinger equation, we address interpretation of the formulae derived. The probability density $P_{kl}(r)$ of the revolving body occurring at the distance $r$ from the central body is

$$P_{kl}(r) = r[R_{kl}(r)]^2, r \in [0, \infty).$$

Mean distances of the planets are given by the relation

$$r_{kl} = \int_0^\infty rP_{kl}(r) dr$$

$$= \frac{(\bar{\lambda}MC)^2}{4GM} \left[(2k - n_r)(2k - n_r + 1) + 4n_r(2k - n_r) + n_r(n_r - 1)\right],$$

where $n_r = n - l - 1, k = \frac{1}{2}, \frac{3}{2}, \frac{5}{2}, \ldots, \infty$ and $l = 0, 1, 2, \ldots, n$.

For the solar system $M = M_{\text{Sun}}$ holds and the Bohr radius of the solar system $r_{\alpha 0} = 0.055$ AU. For survey one finds some expectation values $r_{kl}$ for selected values $k,l$ with the specification of described bodies in table 1 (cf. [17]).

Even though also in this case an empirical formula is tested for distribution of planetary distances, the predicted orbits fit those of the bodies in this solar system.

Using the graphs of the probability densities we have plotted for every predicted orbit of this system, we obtain surprising results. The graphs of the probability densities for each orbit with $k \leq \frac{3}{2}$ and with $\frac{11}{2} \leq k \leq \frac{31}{2}$ are contained, respectively, in figure 1 and in figure 2. The vertical axis denotes the probability density $P_{kl}(r)$ and the longitudinal axis designates the planetary distance $r$ from the Sun. In figure 1 graph no. $p = 1$ is interpreted such that the highest probability density is assigned to the orbit of the radius of 0.055 AU and from the calm shape of the graph we infer that an ideal circular orbit is tested. In figure 1 graph no. $p = 14$ is interpreted such that the highest probability density is assigned to the orbit of the radius of 3.32 AU and, of many peaks, which wave the shape, we infer that no stable circular orbit is tested. After performing the analysis for all the orbits, we obtain only a small number of stable circular orbits. The orbits, on which big bodies – planets – may originate, are listed in table 2.

It emerges that, for every number $k$, there exists only one stable orbit, on which a big body – a planet – may originate. Then we can interpret the number $k$ as the principal
quantum number and $l$ as the orbital quantum number equal to the number of possible orbits, but only for the greatest $l$ there exists a stable orbit of a future body. A planet which does not confirm this theory is the Earth. Since the description based on the modified Schrödinger equation for the planetary system is not fundamental, it could not fit all the stable orbits. Other deviations are likely to be incurred by collisions of the bodies in early stages of the origin of the planets, thus nowadays we already observe elliptical orbits, which are very close to circular orbits.

This procedure has been applied to moons of giant planets by us. It emerges that the moons of giant planets also are fitted by the modified Schrödinger equation and appropriate expectation values. Especially, the predicted stable circular orbits of Jupiter’s moons are presented in table 3. For Jupiter it holds that $M = M_{\text{Jup}}$ and the Bohr radius (4) of this system $r_1 = 6287$ km. It emerges that the predicted lunar orbits fit the measured orbits of the moons orbiting Jupiter.

4 Conclusions

In this paper we assume that there exists a law by which big objects – planets and moons of giant planets – do not originate anywhere, but at allowed distances from the central body. Unnegligible number of authors have issued from similar assumptions and derived empirical formulae for parameters of allowed orbits.

The results we have presented in this paper are based on a modified Schrödinger equation, which has been applied to the planetary system by us for the quantum theory contained in the Schrödinger equation to create an interesting view of the birth of such a stellar system, namely the orbits of planets and moons being approximately quantized.
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Table 1. Predicted distances of bodies from the Sun

<table>
<thead>
<tr>
<th>Body</th>
<th>$k$</th>
<th>$l$</th>
<th>$r_{kl}$ [AU]</th>
</tr>
</thead>
<tbody>
<tr>
<td>—</td>
<td>0</td>
<td>0</td>
<td>0.055</td>
</tr>
<tr>
<td>Mercury</td>
<td>1</td>
<td>0</td>
<td>0.332</td>
</tr>
<tr>
<td>Mercury</td>
<td>0</td>
<td>1</td>
<td>0.387</td>
</tr>
<tr>
<td>Venus</td>
<td>2</td>
<td>0</td>
<td>0.829</td>
</tr>
<tr>
<td>Earth</td>
<td>1</td>
<td>0</td>
<td>0.995</td>
</tr>
<tr>
<td>Earth</td>
<td>0</td>
<td>1</td>
<td>1.050</td>
</tr>
<tr>
<td>Mars</td>
<td>3</td>
<td>0</td>
<td>1.548</td>
</tr>
<tr>
<td>Hungaria</td>
<td>2</td>
<td>0</td>
<td>1.824</td>
</tr>
<tr>
<td>Hungaria</td>
<td>1</td>
<td>0</td>
<td>1.990</td>
</tr>
<tr>
<td>Hungaria</td>
<td>0</td>
<td>1</td>
<td>2.046</td>
</tr>
<tr>
<td>Vesta</td>
<td>4</td>
<td>0</td>
<td>2.488</td>
</tr>
<tr>
<td>Ceres</td>
<td>3</td>
<td>0</td>
<td>2.875</td>
</tr>
<tr>
<td>Hygeia</td>
<td>2</td>
<td>0</td>
<td>3.151</td>
</tr>
<tr>
<td>Camilla</td>
<td>1</td>
<td>0</td>
<td>3.317</td>
</tr>
<tr>
<td>Camilla</td>
<td>0</td>
<td>1</td>
<td>3.372</td>
</tr>
<tr>
<td>Jupiter</td>
<td>0</td>
<td>0</td>
<td>5.031</td>
</tr>
<tr>
<td>—</td>
<td>0</td>
<td>0</td>
<td>7.021</td>
</tr>
<tr>
<td>Saturn</td>
<td>0</td>
<td>0</td>
<td>9.343</td>
</tr>
<tr>
<td>Chiron</td>
<td>0</td>
<td>0</td>
<td>11.997</td>
</tr>
<tr>
<td>Chiron</td>
<td>0</td>
<td>0</td>
<td>14.982</td>
</tr>
<tr>
<td>Uranus</td>
<td>0</td>
<td>0</td>
<td>18.300</td>
</tr>
<tr>
<td>—</td>
<td>0</td>
<td>0</td>
<td>21.948</td>
</tr>
<tr>
<td>HA2 (1992), DW2 (1995)</td>
<td>0</td>
<td>0</td>
<td>25.929</td>
</tr>
<tr>
<td>Neptune</td>
<td>0</td>
<td>0</td>
<td>30.241</td>
</tr>
<tr>
<td>—</td>
<td>0</td>
<td>0</td>
<td>34.885</td>
</tr>
<tr>
<td>Pluto</td>
<td>0</td>
<td>0</td>
<td>39.861</td>
</tr>
</tbody>
</table>
Table 2. Bodies with stable circular orbits.

<table>
<thead>
<tr>
<th>Body</th>
<th>( k )</th>
<th>( l )</th>
<th>( r_{kl} ) [AU]</th>
</tr>
</thead>
<tbody>
<tr>
<td>—</td>
<td>0</td>
<td></td>
<td>0.055</td>
</tr>
<tr>
<td>Mercury</td>
<td>1</td>
<td></td>
<td>0.332</td>
</tr>
<tr>
<td>Venus</td>
<td>2</td>
<td></td>
<td>0.83</td>
</tr>
<tr>
<td>Mars</td>
<td>3</td>
<td></td>
<td>1.54</td>
</tr>
<tr>
<td>Vesta</td>
<td>4</td>
<td></td>
<td>2.49</td>
</tr>
<tr>
<td>Fayet comet</td>
<td>5</td>
<td></td>
<td>3.64</td>
</tr>
<tr>
<td>Jupiter</td>
<td>6</td>
<td></td>
<td>5.03</td>
</tr>
<tr>
<td>Neujmin comet</td>
<td>7</td>
<td></td>
<td>6.636</td>
</tr>
<tr>
<td>—</td>
<td>8</td>
<td></td>
<td>8.46</td>
</tr>
<tr>
<td>Saturn</td>
<td>9</td>
<td></td>
<td>10.5</td>
</tr>
<tr>
<td>—</td>
<td>10</td>
<td></td>
<td>12.77</td>
</tr>
<tr>
<td>Westphal comet</td>
<td>11</td>
<td></td>
<td>15.26</td>
</tr>
<tr>
<td>Pons–Brooks comet</td>
<td>12</td>
<td></td>
<td>17.97</td>
</tr>
<tr>
<td>Uranus</td>
<td>13</td>
<td></td>
<td>20.9</td>
</tr>
<tr>
<td>—</td>
<td>14</td>
<td></td>
<td>24.055</td>
</tr>
<tr>
<td>—</td>
<td>15</td>
<td></td>
<td>27.43</td>
</tr>
<tr>
<td>Neptune</td>
<td>16</td>
<td></td>
<td>31.02</td>
</tr>
<tr>
<td>—</td>
<td>17</td>
<td></td>
<td>34.84</td>
</tr>
<tr>
<td>Pluto</td>
<td>18</td>
<td></td>
<td>38.88</td>
</tr>
<tr>
<td>—</td>
<td>19</td>
<td></td>
<td>43.134</td>
</tr>
</tbody>
</table>
Table 3. Moons of Jupiter with stable circular orbits.

<table>
<thead>
<tr>
<th>Body</th>
<th>$k$</th>
<th>$l$</th>
<th>$r_{kl}$ [km]</th>
</tr>
</thead>
<tbody>
<tr>
<td>—</td>
<td>$\frac{1}{2}$</td>
<td>0</td>
<td>6287</td>
</tr>
<tr>
<td>—</td>
<td>$\frac{1}{2}$</td>
<td>1</td>
<td>37722</td>
</tr>
<tr>
<td>Halo ring</td>
<td>2</td>
<td>3</td>
<td>94305</td>
</tr>
<tr>
<td>Outer ring</td>
<td>3</td>
<td>4</td>
<td>176036</td>
</tr>
<tr>
<td>—</td>
<td>4</td>
<td>5</td>
<td>282915</td>
</tr>
<tr>
<td>Io</td>
<td>5</td>
<td>6</td>
<td>414942</td>
</tr>
<tr>
<td>Europa</td>
<td>$\frac{3}{2}$</td>
<td>7</td>
<td>572117</td>
</tr>
<tr>
<td>—</td>
<td>$\frac{3}{2}$</td>
<td>8</td>
<td>754440</td>
</tr>
<tr>
<td>—</td>
<td>$\frac{3}{2}$</td>
<td>9</td>
<td>$1.19\times10^6$</td>
</tr>
<tr>
<td>Ganymede</td>
<td>$\frac{3}{2}$</td>
<td>10</td>
<td>$1.452\times10^6$</td>
</tr>
<tr>
<td>Callisto</td>
<td>$\frac{3}{2}$</td>
<td>11</td>
<td>$1.735\times10^6$</td>
</tr>
</tbody>
</table>
Figure 1: Probability densities for a particle in states with quantum numbers $k$, $l$, which correspond, respectively, ($p$ is an ordinary number) to Mercury ($p = 1$, $l = 1$), Mercury ($p = 2$, $l = 0$, the second possibility), Venus ($p = 3$, $l = 2$), Earth ($p = 4$, $l = 1$), Earth ($p = 5$, $l = 0$, the second possibility), Mars ($p = 6$, $l = 3$), asteroid Hungaria ($p = 7$, $l = 2$), asteroid Hungaria ($p = 8$, $l = 1$, the second possibility), asteroid Hungaria ($p = 9$, $l = 0$, the third possibility), asteroid Vesta ($p = 10$, $l = 4$), asteroid Ceres ($p = 11$, $l = 3$), asteroid Hygeia ($p = 12$, $l = 2$), asteroid Camilla ($p = 13$, $l = 1$), and asteroid Camilla ($p = 14$, $l = 0$, the second possibility). Here $k \in \{\frac{3}{2}, \frac{5}{2}, \ldots, \frac{9}{2}\}$, the quantum number $k$ repeats $n(= k + \frac{1}{2})$ times and $r$ is measured in AU.
Figure 2: Probability densities for a particle in states with quantum numbers $k, l$, which correspond, respectively, ($p$ is an ordinary number) to Jupiter ($p = 1$), nothing ($p = 2$), Saturn ($p = 3$), Chiron ($p = 4$), Chiron ($p = 5$, the second possibility), Uranus ($p = 6$), nothing ($p = 7$), HA2 (1992), DW2 (1995) ($p = 8$), Neptune ($p = 9$), nothing ($p = 10$) and Pluto ($p = 11$), $k \in \left\{ \frac{11}{2}, \frac{13}{2}, \ldots, \frac{31}{2} \right\}$, $l = 0$. Here $k = p + \frac{9}{2}$, $r$ is measured in AU.
New cosmological model of universe and possible quantization of Hubble’s parameter $H_0$ in time
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Abstract

We created new cosmological model of our universe on the basis of creation and ionization of hydrogen atom. According Bohr’s atomic model, we can explain main epochs in our universe in agreement with observations. We can predict current values of Hubble’s constant $H_0$ according WMAP observation. We derive, that Hubble’s constant $H_0$ is quantized in time according quantum numbers $n$ and we created mathematical function for changes of Hubble’s parameter in time.

1 Introduction

Connection between quantum physics and Relativity is main physical problem of 21. century. Many authors started to find this connection by rescaled Planck’s constant [1], [2]. Carneiro has shown that there exists a rescaling factor $\lambda$ for the large–scale quantization, which is equal to the fraction

$$\frac{T}{t} = \frac{R}{r} = (\frac{M}{m})^{1/2} = \lambda,$$

where $T$, $R$, $M$ is the age, size, and mass of the universe, respectively. It emerges that this scaling factor is equal just to a power of ten. To the sizes of galaxies a scaling factor $\lambda \sim 10^{38–41}$ is assigned and thus the rescaled Planck’s constant is $H \sim 10^{81}$, where $H = h\lambda^3$. This is really good agreement with Dirac’s Large Number hypothesis. Dirac [3] arrived at the revolutionary hypothesis that gravitational constant $G$ variates in time. Many authors started to apply these ideas into new cosmological model of space with better or worse success. Nottale [4] discussed a cosmological constant $\Lambda$ as sum of a general - relativistic term and of the quantum, scale - varying, gravitational self - energy of virtual pairs in agreement with present observational limits. In [5] he found equality of foundamental large numbers to the exponent of the inverse value of the fine structure constant. Scaling law for the cosmological constant was applied in [6] in connections with standard cosmological model. Berman and Trevisan [7], [8] have derived possible time variations of some other parameters of the universe (number of nucleons, speed of light, gravitational constant and the energy density. In another words, the variation of basic fundamental constants have big
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impact on planetary science, cosmology and evolution of stars. Very interesting description and also discussions about time variation of basic fundamental constants we can find in [9].

W. G. Tifft [10], [11] published possible redshift quantization in 1973. He indicated a quantization of the distances of galaxies from the Earth. Later H. Arp [12], [13] studied redshift quantization from his observations and in [14] they found redshift periodicity in local supercluster. These results showed, that quantization at large scales could be possible. But another authors critized redshift quantization. According [15] intermediate periodicities in the redshifts are due to other geometric irregularities. In [16] they found no evidence for a redshift quantization in the 2dF survey. In 2006 [17] they published a historical review of redshift quantization. Their conclusion were, that the redshift quantization is an effect which can really exist and they studied a periodicity in Local Group of galaxies and the Hercules Supercluster.

It is really clear, that the question of redshift quantization is really open and only precise observations should help to solve this open question. Below you can find our idea, why redshift quantization could exists and according this we created new cosmological model of universe on the basis of hydrogen atom.

2 Hydrogen atomic cosmological model of universe

According the standard cosmological model we can devide history of our universe to four epochs:

- inflation phase of our universe,
- time \( t(\text{rec}) \) where radiation separates from matter (recombination of atoms),
- time \( t(\text{ion}) \) reionization of atoms and creation of first generation of stars,
- current time \( t_0 \) with today’s value of Hubble constant.

Exact values of age for our universe for each epoch we know only from observations. Every new cosmological model should fit these values and every nonconformities from observations not successful models reject back. One main problem of standard cosmological model is to determine exact value of Hubble constant \( H_0 \), because correct theoretical model is missing. Without theoretical model we are not able to predict also values of Hubble constant in previous stage of our universe. The value of Hubble constant we know only from obsevation [18]. Based upon measurements of gravitational lensing by using the HST yielded a value of \( H_0 = 72.6\pm3.1 \) km/s/Mpc. WMAP seven-year results, also from 2010, gave an estimate of \( H_0 = 71.0\pm2.5 \) km/s/Mpc.

We prepared new theoretical cosmological model on the basis of properties of hydrogen atom. Our idea is that history of our universe is connected with physics at atomic scales (creation of atoms, ionization of atoms etc.) We understand, that hydrogen atom is isolated system. It means, that during evolution of universe, mass of electron \( m_e \) not variates in time and also speed of light \( c \) not variates in time, because small variability of these constants creates not stable hydrogen atomic model.

Let us study the simplified model of the hydrogen atom and let us address to the following consideration, which comes out of Keplers second law: Areas which are swept out by the radius vector of planet in equal time intervals are equal, so the elementary area swept out by the radius vector of planet in the aphelium in the time \( dt \) is the same as the elementary area swept out by the radius vector of planet in the perihelium in the time \( dt \). For the area which is swept out by the radius vector of electron in the circular model, Keplers second law is valid as well. For the areal velocity of electron \( W \), it holds that
\[ r_e v_e = 2W, \]  
(2)

where \( W \) is areal velocity of electron on Bohr’s orbit, \( r_e \) is Bohr’s radius, \( v_e \) is orbital speed of electron on the Bohr’s radius. If we divide (2) by an electron’s mass \( m_e \) both sides, we get an equation in form

\[ \frac{r_e v_e}{m_e} = \frac{2W}{m_e} \]  
(3)

and after modification we get a relation in form

\[ \frac{r_e v_e}{2m_e} = \frac{W}{m_e}. \]  
(4)

Now we will concentrate only at left side of the equation (3). It is valid

\[ \frac{r_e v_e}{2m_e} = \frac{c\alpha_e r_e}{2m_e}, \]  
(5)

where we substitute \( v_e = c\alpha_e \). Parameter \( \alpha_e = 1/137.036 \) is fine structure constant. According the observation from E. Hubble, it is valid, that speed of galaxies is depending on distances of galaxies from observer. The Hubble’s law is in form

\[ r H_0 = v_H, \]  
(6)

where \( r \) is distance of galaxy, \( H_0 \) Hubble’s constant, \( v_H \) is Hubble’s speed. If we multiply the equation (5) by the Hubble’s constant, we get

\[ \frac{r_e v_e}{2m_e} H_0 = \frac{c\alpha_e r_e}{2m_e} H_0 \]  
(7)

and after modification it is valid

\[ \frac{r_e v_e}{m_e} \frac{H_0}{2} = \frac{c\alpha_e v_{He}}{m_e}, \]  
(8)

where \( v_{He} = r_e \frac{H_0}{2} \). If we apply substitution in form

\[ A = \frac{\alpha_e v_{He}}{m_e}, \]  
(9)

we get parameter \( A \) in unit \([ms^{-1}kg^{-1}]\) and from (8) we get

\[ \frac{r_e v_e}{m_e} \frac{H_0}{2} = cA \]  
(10)

and after modification we get relation in form

\[ \frac{r_e v_e}{m_e A} \frac{H_0}{2} = c. \]  
(11)

If we apply substitution in form

\[ \frac{r_e v_e}{m_e A} = r_u, \]  
(12)

we get from (12) Hubble’s law in form

\[ r_u \frac{H_0}{2} = c, \]  
(13)

where \( 2r_u \) is a distance for \( v_H = c \).
Which physical mechanism produces expansion according Hubble’s law? Let start discussion about the equation (9). We can substitute

\[ p_A = \frac{v_{He}}{m_e}, \]  

where parameter \( p_A \) is in unusual unit \([ms^{-1}kg^{-1}]\). This parameter seems as an impuls (movement) but with inverse mass \(1/m_e\). According this we apply the substitution and we transform the units in the form

\[ \frac{1}{m_e} K = m_A, \]  

where \( m_A \) is inverse mass to \( m_e \) in unit \([kg]\) and parameter \( K = 1 \) in the unit \([kg^2]\). It is valid, that

\[ m_e m_A = K, \]  

where \( K \) we call "inverse unit parameter".

The inverse mass \( m_A \) we understand as mass of dark energy, which has repulsive character and now the parameter \( P_A \) we understand as impuls (movement) of dark energy in correct units. The equation (14) we can modify in form

\[ p_A = \frac{m_A r_e H_0}{2K}, \]  

where after modification, it is valid

\[ p_A K = P_A = m_A r_e H_0 \frac{H_0}{2}, \]  

where \( P_A \) is impuls (movement) of dark energy and for Hubble’s constant \( H_0 \) for hydrogen atomic model it is valid

\[ H_0 = \frac{2 P_A m_e}{r_e K}. \]  

If we multiply the equation (17) by a half of Hubble’s constant \( H_0/2 \), we get repulsive force \( F_A \) of dark energy in the form

\[ F_A = p_A K \frac{H_0}{2} = \frac{m_A r_e H_0^2}{4}. \]  

3 Epoch of universe - Radiation separates from matter

Now we can define time \( t_{rec} \) of universe, when atoms recombinated together. In another words, we understand recombination of atoms as recombination to stable atoms. Hydrogen atom is stable on the first energy level \( n = 1 \), which is equal to \( r_e \) Bohr’s radius of electron. It means, that electrical forces \( F_e \) between an electron and proton is equal to repulsive force \( F_A \). According this, electron will be on stable orbit \( r_e \). For Coloumb’s forces it is valid

\[ F_e = \frac{1}{4\pi\varepsilon_0} \frac{e_1 e_2}{r_e^2}, \]  

where \( r_e \) is distance between charges of electron and proton \( e_1 \) and \( e_2 \).

The atoms recombinate, when \( F_e = F_A \), we can write the equation in form

\[ F_e = \frac{m_A}{4} r_e H_{rec}^2 \]  

and after modification we can find relation for Hubble’s constant in time of recombination of atoms in form
\[
H_{\text{rec}} = \sqrt{\frac{F_e^4}{m_A r_e}} \tag{23}
\]

and for the recombination time \( t_{\text{rec}} \) it is valid

\[
t_{\text{rec}} = \frac{1}{H_{\text{rec}}}, \tag{24}
\]

where for calculation we used \( F_e = 8.24 \times 10^{-8} \) N.

According the results, our model is in good agreement with observation of microwave background according standard cosmological model of universe with \( t_{\text{rec}} = 420000 \) years after Big Bang.
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Figure 1: Dependence between Hubble constant \( H_0 \) and age of our universe \( T \). The Hubble parameter is decreasing linearly during age of our universe. According this dependence, we can calculate main epochs in history of our universe.

4 Epoch of universe - Ionization of atoms and creation first generation of stars

Ionization of atoms and creation first generation of stars is next main epoch of our universe. According our model for ionization of hydrogen atom, it is valid, that \( n >> 1 \) and for a distance of electron on the orbit \( n \) it is valid \( r_n > r_e \). We understand ionization of atoms, that \( F_{en} > F_A \). For distance \( r_n \) it is valid

\[
r_n = r_e n^2 \tag{25}
\]
Figure 2: Dependence between Hubble parameter $H_0$ and impuls of dark energy $2P_A$. Hubble parameter is linearly proportional to impuls of dark energy $2P_A$.

Figure 3: Dependence of diameter of universe $R_u$ on the integer numbers $n$. Parameter $R_u$ is increasing rapidly from $n = 1$ to $n = 20$ and for $n > 20$ is increasing slowly. For $n = 1$ recombination of atoms, $n = 20$ ionization of atoms and creation of first generation of stars, $n = 178$ the present day.
Figure 4: Dependence of Hubble constant $H_0$ on integer numbers $n$. For $n = 1$ recombination of atoms, $n = 20$ ionization of atoms and creation of first generation of stars, $n = 178$ the present day.

according Bohr’s model of hydrogen atom and for $F_{en}$

$$F_{en} = \frac{1}{4\pi\epsilon_0} \frac{e_1 e_2}{r_n^2}.$$  \hspace{1cm} (26)

For calculation of Hubble’s constant $H_{(ion)}$ for ionization of hydrogen atom it is valid

$$H_{(ion)} = \sqrt{\frac{F_{en}^4}{m_A r_n^2}},$$ \hspace{1cm} (27)

where for calculation we used $F_{en} = 5.15 \times 10^{-13}$ N, $n = 20$ and for time $t_{(ion)}$ we get

$$t_{(ion)} = \frac{1}{H_{(ion)}}.$$ \hspace{1cm} (28)

According these results, our model is in good agreement with standard cosmological model of universe with $t_{(ion)} = 168 \times 10^6$ years after Big Bang.

5 Prediction current value of Hubble’s constant $H_0$

For prediction of current value of Hubble’s constant, it is necessary to find correct mathematical function. For creation of graphs we can use $n >> 1$ for the equation (27). According observational data, value of Hubble’s constant should be $H_0 = 71.0 \pm 2.5$ km/s/Mpc based on WMAP data. If we apply this tolerance into graph, you can see dependence between Hubble parameter $H_0$ and movement of dark energy $2P_A$. Five possible results are falling in to area of tolerance for current Hubble’s constant according WMAP data (see the table no. 3).

After modification of the equation (17) we get

$$p_A = \frac{m_A r_n H_0}{2K}.$$ \hspace{1cm} (29)
Table 1: Predictions of Hubble parameter

<table>
<thead>
<tr>
<th>n</th>
<th>$H_0 [s^{-1}]$</th>
<th>p</th>
<th>2p</th>
<th>$H_0 [km/s/Mpc]$</th>
</tr>
</thead>
<tbody>
<tr>
<td>178</td>
<td>$2.37 \times 10^{-18}$</td>
<td>69.05</td>
<td>138.11</td>
<td>73.36</td>
</tr>
<tr>
<td>179</td>
<td>$2.35 \times 10^{-18}$</td>
<td>68.28</td>
<td>136.57</td>
<td>72.54</td>
</tr>
<tr>
<td>180</td>
<td>$2.32 \times 10^{-18}$</td>
<td>67.53</td>
<td>135.06</td>
<td>71.74</td>
</tr>
<tr>
<td>181</td>
<td>$2.29 \times 10^{-18}$</td>
<td>66.78</td>
<td>133.57</td>
<td>70.95</td>
</tr>
<tr>
<td>182</td>
<td>$2.27 \times 10^{-18}$</td>
<td>66.05</td>
<td>132.11</td>
<td>70.17</td>
</tr>
</tbody>
</table>

Figure 5: Prediction current value of Hubble constant $H_0$. On the graph you can see tolerance for Hubble parameter according WMAP observation. According this area, five possible results are falling into this tolerance for $n = 178$, $n = 179$, $n = 180$, $n = 181$, $n = 182$. 
and for Hubble’s constant $H_0$ it is valid

$$H_0 = \frac{2Kp_A}{m_AR_n}.$$  

(30)

6 Epoch of universe - phase of inflation

In our model, phase of inflation we define as $F_A >> F_e$. In this phase, repulsive force $F_A$ is much higher than Coloumb’s force $F_e$ and according this atoms could not be stable and atoms don’t exists. It is very difficult to predict the value of Hubble’s constant in the epoch of inflation. There is not possible to apply hydrogen atomic cosmological model. But we understand, that calculation of Hubble’s constant in this epoch we can calculate as model of nucleus of hydrogen atom with a nuclear forces.

According hydrogen atomic cosmological model, speed of light $c$ is not variable in time during all epochs from creation of atoms.

7 Conclusion

We created new theoretical cosmological model of universe in analogy with hydrogen atom. According Bohr’s model of hydrogen atom we derive main epoch in our universe for $t_{(rec)}$, $t_{(ion)}$ and we predict also current values of Hubble’s constant according WMAP measurements. We created also mathematical function for time - variability of Hubble’s parameter $H_0$. In our model we discuss also properties of dark energy. According our study, the Hubble’s parameter $H_0$ changes not continuously in time but changes discontinuously at dependence on quantum numbers $n$. The comparison of our results with standard model of universe you can find below.

Table 2: Standard cosmological model

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Marking</th>
<th>Value</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hubble parameter</td>
<td>$H_0 [km/s/Mpc]$</td>
<td>$71^{+2,5}_{-2}$</td>
<td>only from measurements</td>
</tr>
<tr>
<td>Age of universe</td>
<td>$T_u [years]$</td>
<td>$13,4^{+0,3 \times 10^9}_{-0,3 \times 10^9}$</td>
<td>calculation</td>
</tr>
<tr>
<td>Creation of atoms</td>
<td>$t_{(rec)} [years]$</td>
<td>380000</td>
<td>from observation</td>
</tr>
<tr>
<td>Ionization of atoms</td>
<td>$t_{(ion)} [years]$</td>
<td>$200 \times 10^8$</td>
<td>from observation</td>
</tr>
<tr>
<td>Total mass</td>
<td>$M_{tot}$</td>
<td>$1^{+0,02}_{-0,02}$</td>
<td>Total mass including dark matter</td>
</tr>
</tbody>
</table>

Table 3: Hydrogen atomic cosmological model

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Marking</th>
<th>Value</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hubble parameter</td>
<td>$H_0 [km/s/Mpc]$</td>
<td>72,54</td>
<td>calculation for $n = 179$</td>
</tr>
<tr>
<td>Age of universe</td>
<td>$T_u [years]$</td>
<td>$13,44 \times 10^9$</td>
<td>calculation</td>
</tr>
<tr>
<td>Creation of atoms</td>
<td>$t_{(rec)} [years]$</td>
<td>420978</td>
<td>calculation for $n = 1$</td>
</tr>
<tr>
<td>Ionization of atoms</td>
<td>$t_{(ion)} [years]$</td>
<td>$168 \times 10^6$</td>
<td>calculation for $n = 20$</td>
</tr>
<tr>
<td>Total mass</td>
<td>$M_{tot}$</td>
<td>1</td>
<td>multiplication dark energy and mass</td>
</tr>
</tbody>
</table>
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Abstract

The recent experimental findings have shown that our understanding of the solar system is surprisingly fragmentary. As a matter fact, so fragmentary that even new physics might find place in the description of phenomena like the precession of equinoxes and the recent discoveries about the bullet like shape of heliosphere and strong magnetic fields near its boundary bringing in mind incompressible fluid flow around obstacle. TGD inspired model is based on the heuristic idea that stars are like pearls in a necklace defined by long magnetic flux tubes carrying dark matter and strong magnetic field responsible for dark energy and possibly accompanied by the analog of solar wind. Heliosphere would be like bubble in the flow defined by the magnetic field inside the flux tube inducing its local thickening. A possible interpretation is as a bubble of ordinary and dark matter in the flux tube containing dark energy. This would provide a beautiful overall view about the emergence of stars and their helio-spheres as a phase transition transforming dark energy to dark and visible matter. Among other things the magnetic walls surrounding the solar system would shield the solar system from cosmic rays. The model leads to a vision about formations of stars and galaxies as "boiling" of dark energy to matter. Also a model for the cosmic rays emerges allowing to identify the acceleration mechanism using recent findings about cosmic rays.
1 Motivations

The inspiration to this little contribution came from a discussion with my friend Pertti Kärkkäinen who told me about the work of Walter Cruttenden [17]. Cruttenden is a free researcher working with an old problem related to the astronomy of the solar system, namely the precession of equinoxes [9]. Equinoxes [2] correspond to the two points at the orbit of Earth at which the Sun is in the plane of the equator (if Earth’s spin axes were not tilted this would be the case always). What has been observed is an apparent movement of fixed stars relative to the Earth bound observer. The period of the equinox precession is about 26,000 years. The angular radius of the precession cone is about 23.5 degrees. The rate of precession is approximately 50 arc seconds per year but is not strictly constant.

The precession of equinoxes reduces to precession which is a well-known phenomenon associated with the motion of a rigid body with one point fixed. Precession [8] means that the spin axis of the spinning system rotates around fixed axis along the surface of a cone. One can distinguish between a torque free precession and precession induced by torque. Precession can be accompanied by a nutation [6]: the tilt angle of the spin axes with respect to fixed axes varies with time. The nutation for Earth is well-understood process determined by the local gravitational physics. In the case of precession the situation is not so clear.

1.1 Two basic theories explaining the precession of equinoxes

There are two basic theories of precession.

1. The precession of equinoxes could be governed by a local dynamics being due to the precession of the Earth with respect to solar system. Earth is indeed a prolate ellipsoid and the precession would be caused mainly by the gravitational fields of Sun and Moon (lunisolar model). According to the summary of Cruttenden [17], Newton’s equations did not work and d’Alembert and others have added and changed input values to fit the observed precession. The latest 2000A version includes almost 1400 terms but it still fails to accurately predict variations in the precession rate. The theory is also plagued by a “measurement paradox”. Studies show that the changes in Earth’s orientation relative to Sun and other planets are small (few arc seconds per year instead of 50 arc seconds) as compared to the equinox precession.

2. The precession of equinoxes could be also due to the precession of the entire solar system regarded as a rigid body with one point fixed and would be caused by some hypothetical binary companion of Sun. Usually the binary companion is thought to be star of planet like system but this is not necessary. This model is known as binary model and was first proposed by Indian astronomer Sri Yukteswar. The predicted period was 24,000 years. According to the summary of Cruttenden, the binary model of Yukteswar has turned out to be more accurate over 100 year period [17].

In principle the observation of the precession from some other planet could select between the two approaches. If the precession were similar at two planets then the precession of the entire solar system would be strongly favored as an explanation of the equinox precession.

1.2 Some hints

The basic challenge for the binary theory is of course the identification of the binary. There are some hints in this respect listed by W. Cruttenden in the articles at his homepage. Consider first what has been learned from the structure of heliosphere during last years.

1. The data from Voyager 1 and Voyager 2 have revealed that heliosphere is asymmetric [16]. The edge of the heliosphere (the place where the solar wind slows down to sub-sonic speeds and is heated) appears to be 1.2 billion kilometers shorter on the south side of the solar system than it is on the edge of the planetary plane. This indicates the heliosphere is not a sphere but has a shape of a bullet. In a sharp contrast with the naïve expectations, the magnetosphere of Sun would not be like that of Earth which is compressed on the day side by solar wind and has a long tail on the night side.
1.3 The identification of the companion of the Sun in the framework of standard physics

2. There is also evidence from Voyager 2 for a strong magnetic field \[15\]. Also the temperature just outside the boundary zone defining the boundary of the solar inner magnetosphere was ten times cooler than expected. The presence of the strong magnetic field is not easy to understand since the interstellar space consists of extremely tenuous gas. The proposal is that the interstellar magnetic field could be forced to flow around the helio-magnetosphere much like fluid flows around obstacle. This increases the density of flux lines and interstellar magnetic field would become stronger locally. Heliosphere would be like a bubble inside magnetic flux tube expanding it locally.

The direction of the local magnetic field at the edge of the heliosphere differs considerably from that for the interstellar magnetic field thought to be parallel to the galactic plane. The tilt angle is about 60 degrees. Therefore one can challenge the identification of the strong local magnetic field as galactic magnetic field.

3. Between June and October 2007, the STEREO spacecraft \[12\] "detected atoms originating from the same spot in the sky: the shock front and the helio-sheath beyond, where the sun plunges through the interstellar medium, and found energetic neutral particles from beyond the heliosphere that are moving towards the sun \[14\]. This would suggest magnetic flux tube like structure and the flow of neutral particles along the flux tube towards the Sun so that an analog of solar wind would be in question.

Also the behavior of comets suggests that the understanding of the solar system is far from complete. The behavior of the comet Sedna thought to belong to the inner Oort cloud \[7\] cannot be explained in terms of theory assuming only solar and planetary gravitational fields. Typically comets move along periodic orbits returning repeatedly near some planet of solar system (typically Neptune) which has kicked the comet to its highly eccentric orbit. Sedna \[1\] (thought to be a "dwarf planet") seems to be an exception in this respect. Sedna has an exceptionally long and elongated orbit (aphelion about 937 AU and perihelion about 89.6 AU), period is estimated to be 11,400 years, and Sedna does not return near any planet periodically as the assumption that it belongs to the scattered disk would require.

What could be the origin of Sedna?

1. It has been suggested that that Sun has an dim binary companion - christened Nemesis \[5\] - at a distance of thousands of AUs. This companion could explain the behavior of Sedna, and has been also proposed to be responsible for the conjectured periodicity of mass extinctions, the lunar impact record, and the common orbital elements of a number of long period comets.

2. Second proposal is that Sedna has been kicked to its orbit by some object. This object could be an unseen planet much beyond the Kuiper belt \[3\] (Kuiper belt is outside planet Neptune and extends from 30 AU to 55 AU). It would have mass about 5 times the mass of Jupiter and be at distance of roughly 7850 AU from the Sun in the inner Oort cloud. It could be a single passing star or one of the young stars embedded with the Sun in the stellar cluster in which it formed. This might have happened already in the Sun’s birth cluster (cluster of stars).

3. Also the behavior of the comets in outer Oort cloud (very eccentric orbits and long orbital periods) might reflect the influence of a binary companion whose mass distribution is such that this kind of orbits are generic. For spherical objects one would expect nearly circular orbits. String like object would satisfy this condition as will be found.

1.3 The identification of the companion of the Sun in the framework of standard physics

Consider first the identification of the companion of the Sun responsible for the precession of the solar system as a whole but staying in the framework of the standard physics. In this context only objects with a spherical symmetry can be considered.

1. The strange behavior of Sedna suggests that binary could be an unseen planet at distance of about 7850 AU in the inner Oort cloud. Note that Oort could extend up to 50,000 AUs which corresponds to .75 ly whereas the closest star - Proxima Centauri- is at distance of about 4.2 light years.
2. The identification of the binary as the hypothetical Nemesis might explain the analog of the solar wind. If the dim Nemesis is at the same distances as the hypothetical planet, its mass would be only .5 per cent of solar mass.

3. An analog of solar wind flowing along magnetic flux tubes could also come from some other star, say Proxima Centauri. Proxima Centauri is however too light as red dwarf and too distant to induce the precession of the solar system as whole.

### 1.4 The identification of the companion of the Sun in TGD framework

In TGD framework one can consider more speculative ideas concerning the identification of the binary of the Sun.

1. In TGD Universe dark matter and dark energy can be understood as phases of matter with large Planck constant. For the dark energy assignable to the flux tubes mediating gravitational interaction between Sun and given planet the value of the Planck constant is of order \( GMm/v_0 \), where \( v_0/c \approx 2^{-11} \) holds true for the inner planets. For dark matter the value of Planck constant is much smaller integer multiple of its minimal value identified as the ordinary Planck constant. Whether only magnetic energy should be counted as dark energy or whether also dark particles with a gigantic value of Planck constant should be identified as dark energy is not quite clear.

2. Magnetic flux tubes are identified as carriers of dark matter. This hypothesis plays a key role in TGD inspired quantum biology and cosmology. The flux tubes can have arbitrary large length scales. During the cosmology space-time would have consisted of cosmic strings of form \( X^2 \times Y^2 \subset M^4 \times CP_2 \) with \( X^2 \) minimal surface and \( Y^2 \) complex sub-manifold of \( CP_2 \). In the course of the cosmic evolution their \( M^4 \) projection would have become 4-dimensional and they would have become magnetic flux tubes. The proposal is that galaxies are like pearls in a necklace formed by flux tubes.

The density \( \rho_{\text{dark}} \) of the magnetic energy is enormous for cosmic strings: the length \( L \) of cosmic string corresponds to a mass which is a fraction \( G\mu R^5 \sim 10^{-4} \) of the mass of a black hole with radius \( L \). The thickening of the cosmic string to a flux tube respects the conservation of the magnetic flux so that the strength of the magnetic field scales down like \( B \propto 1/S \), where \( S \) is the area for the transversal cross section of the flux tube. By a simple scaling argument the density of the magnetic energy per unit length of the flux tube scales down like \( dE_m/dl \propto 1/S \).

If energy is conserved if the length of the cosmic string scales up like \( S \) in the cosmic expansion: \( d \propto \sqrt{L} \) proportionality analogous to that encountered in the case of diffusion would relate to each other flux tube radius and length. Also the primary p-adic length scales \( L_p \) assignable to particles and the secondary p-adic length scales \( L_{p,2} \) characterizing the corresponding causal diamond \( CD \) relate in a similar manner. This would suggest that the p-adic length scale assignable to a given particle (of order Compton length) corresponds to the thickness of the magnetic flux tube(s) assignable to the particle and the size of \( CD \) to the length of the(se) magnetic flux tube(s). Similar scaling holds true for the density of dark matter per unit length of the flux tube.

The dark matter associated with the flux tubes would generate transversal \( 1/p \) gravitational field explaining the constant velocity spectrum of distance stars in the galactic halo. The basic prediction is free motion along the direction of the cosmic string perturbed only by the mass of the galaxy itself.

3. The fractality of the TGD Universe suggests the pearls in the necklace model applies also to stars. The magnetic flux tube idealizable as a straight string would be roughly orthogonal to the plane of the planetary system possibly associated with the star and the spin axis of the star would be nearly parallel to the flux tube. If one combines this picture with the previous discussion, the simplest proposal is obvious. The binary companion of the Sun is the magnetic flux tube containing dark matter.

Newtonian theory for the gravitation in planetary system works excellently and this poses strong constraints on the pearls in a necklace model will be discussed in more detail.
1. If the magnetic flux tube idealizable as a straight string carries dark matter, this dark matter gives an additional transversal \(1/\rho\) contribution to the gravitational field in the exterior of the flux tube experienced by comets and also by planets. Near the Sun this contribution should be small as compared to the contribution of the Sun but this is not obvious. Inside the flux tube the gravitational potential would be apart from a constant proportional to \(\rho^2\). It could affect much the gravitational potential of Sun in a detectable manner.

2. The contribution of the gravitational potential of dark matter to the dynamics of the solar system is certainly negligible if the heliosphere is a bubble inside the magnetic flux tube having fluid flow as an analog. Stars could be bubbles of ordinary and dark matter inside flux tubes containing dark energy with a gigantic value of Planck constant. Fractality suggests that this picture might apply also to galactic magnetospheres and even in biological systems where TGD inspired quantum biology predicts that the flux tubes containing dark matter use visible matter as sensory receptor and motor instrument [2, 3]. Cell would be a fractal analog of the solar heliosphere in this framework!

3. At long distances the transversal gravitational field created by the dark matter at the magnetic flux tube begins to dominate and the situation is very much like in the case of galaxies. In particular, for circular orbits the rotation velocity is constant. The logarithmic behavior of the gravitational potential implies that the orbits tend to be highly eccentric and the it might be that the behavior of comets in the outer Oort cloud at least could be dictated by the gravitational field of the flux tube.

How thick the flux tube in question is and is its thickness affected by the presence of Sun and heliosphere?

1. The magnetic flux tube should have transversal dimensions not must larger than those of planetary system or heliosphere. The heliosphere has radius of about 80-100 AU to be compared to the distance 40 AU of Neptune. The distance of Neptune about 30 AU gives the first guess for the thickness of the flux tube. Kuiper belt extends from 30 AU to 55 AU and would surround the flux tube in this case.

2. Second guess is that the flux tube is so thick that it contains also Kuiper belt.

3. Third guess motivated by the above experimental findings is that the magnetic flux flows past the heliosphere like fluid flow: this would apply also to the dark matter matter inside flux tube. Heliosphere corresponds to a hollow bullet like bubble of ordinary and dark matter formed inside the flux tube carrying dark energy and carrying only the magnetic fields of Sun and planets.

The dark energy and possible dark matter inside the flux tube (particular kind of space-time sheet) would have no effect on the gravitational field inside heliosphere so that no modifications of the existing model of solar system would be needed. Outside the heliosphere the effect would be in a good approximation described by a logarithmic gravitational potential created by an infinitely thin string like structure. The strong magnetic field of the flux wall surrounding the heliosphere would form a shield against the effects of cosmic rays coming from interstellar space.

The third guess seems to be consistent with the recent findings about the heliosphere boundary.

1. The strong magnetic field detected by Voyager 2 [13] has been identified as galactic magnetic field which has changed its direction locally and for which the density of flux tubes has increased. Near the helio-sheath heliosphere would have deformed it locally inducing a tilt angle of 60 degrees with respect to the galactic plane.

The article contains a video giving an artist’s view about the magnetic field suggesting strongly that flux tube develops a hole representing heliosphere. Could the magnetic field actually correspond to the dark magnetic field associated with the proposed magnetic flux tube? Helio-sheath has radius of order 80-100 AU so that this interpretation could make sense. This would challenge the interpretation as a galactic magnetic field unless the galactic magnetic field itself decomposes into flux tubes some of which contain stars as bubbles of ordinary and dark matter.
2. A model for the motion of comet in the gravitational field of flux tube

One should derive tests for the idea that also stars are mass concentrations around magnetic flux tube like structures evolved from extremely thin cosmic strings forming linear structures analogous to pearls in a necklace.

1. One possible signature might be the motion of comets. If the general structure of the orbits of comets in outer (at least) Oort cloud [7] are determined by the gravitational field of the magnetic flux tube structure then general characteristics should reflect the very slowly variation of the logarithmic gravitational potential of the flux tube. What one would expect is typically very eccentric orbits in the plane of the solar system orthogonal to the flux tube and having very long orbital periods. Comet orbits in the outer Oort cloud indeed have these characteristics.

2. Second characteristic signature is free motion in direction parallel to the flux tube apart from effects caused by the solar gravitational field. This could imply the leakage of the comets from the system if the velocity is higher than the escape velocity from the solar system in presence of only solar gravitational field. Also the concentration of comets strongly in the plane of the solar system would imply that the total number of comets is much lower than predicted by the spherically symmetric model for the Oort cloud: this conforms with experimental facts [7]. A more complex situation corresponds to a motion to which the gravitational fields of Sun and flux tube are both important. This could be relevant for motions which are not in the plane of planetary system.
2.1 Gravitational potential of a straight flux tube with constant mass density

The gravitational potential for a straight flux tube with constant density of dark energy (or matter) $\rho_{\text{dark}}$ will be needed in the sequel.

1. Gravitational potential satisfies the Poisson equation

$$\nabla^2 \phi_{\text{gr}} = 4\pi G \rho_{\text{dark}} .$$

(2.1)

2. For a straight flux tube of radius $d$ the mass density is constant and the situation is cylindrically symmetric and the solution inside the flux tube reads as

$$\phi_{\text{gr}} = G\pi \rho_{\text{dark}} \rho^2 = G T \rho^2 ,$$

$$T = \frac{dM}{dl} .$$

(2.2)

$T$ is the linear mass density.

Outside the straight flux tube the potential is given by Gauss theorem as

$$\phi_{\text{gr}} = 2TG \times \log\left(\frac{\rho}{\rho_0}\right) .$$

(2.3)

The choice of the value $\rho_0$ is dictated by boundary conditions at the boundary of the flux tube if one assumes that the potential energy vanishes at origin. Its change induces only an additive constant to the total energy and does not effect equations of motion.

2.2 Motion of a test particle in the region exterior to the flux tube

One can construct a model for the motion of comet in gravitational field of flux tube by idealizing it with an infinitely thin straight string with string tension kept as a free parameter. For simplicity the motion will be assumed to take place in the plane orthogonal to the flux tube.

1. The gravitational potential energy of mass in the field of straight string like object is given by

$$V(\rho) = k \log(x) , \quad x = \frac{\rho}{\rho_0} , \quad k = 2TG$$

(2.4)

Here $\rho_0$ is a parameter which can be chosen rather freely since only the value of the conserved energy changes as $\rho_0$ is changed. One possible choice is $\rho_0 = \rho_{\text{min}}$, the minimum value of the radial distance from the flux tube idealized to be infinitely thin.

2. Conserved quantities are angular momentum

$$L = m\rho^2 \frac{d\phi}{dt} ,$$

(2.5)

and energy

$$E = \frac{m}{2} \left(\frac{dp}{dt}\right)^2 + \frac{L^2}{2m\rho^2} + V(\rho) .$$

(2.6)
3. A model for the precession of the solar system in the gravitational field of flux tube

3. One can integrate these equations to get for the period of the motion the expression

\[
\frac{T}{\rho_0 \sqrt{2EM}} = 2 \int_{x_-}^{x_+} \sqrt{1 - \frac{x^2}{E^2 \rho_0^2}} - k \log(x) \, dx,
\]

\[
x_- = \frac{\rho_-}{\rho_0}, \quad x_+ = \frac{\rho_+}{\rho_0}.
\]

(2.7)

4. The turning points of the motion corresponds to the vanishing of the argument of the square root. At \(x_+\) the logarithmic term dominates under rather general conditions whereas logarithmic term can be neglected at \(x_-\), and one has in good approximation

\[
x_+ \simeq e^{\frac{L}{k}}, \quad x_- = \frac{L}{E \rho_0}.
\]

(2.8)

Without a loss of generality one can choose \(\rho_0 = L/E\) giving \(x_- = 1\) which gives

\[
\rho_- \simeq \frac{L}{E}, \quad \rho_+ \simeq \rho_- \times e^{\frac{k}{L}},
\]

(2.9)

For large values of \(L/k\) the orbits is very eccentric since one has \(\rho_+ / \rho_- \simeq \exp(L/k)\).

A highly eccentric orbit with a very long orbital period is expected to represent the generic situation so that the model could indeed explain the characteristics of the comets in the outer Oort cloud. In the inner Oort cloud the eccentricities are smaller and the natural explanation would be that the gravitational field of Sun determines the characteristics of these orbits in good approximation.

3 A model for the precession of the solar system in the gravitational field of flux tube

The model for the precession of the solar system in the gravitational field of the flux tube is obtained by idealizing the solar system as a cylindrically symmetry top with one point fixed in the gravitational field of the flux tube. The calculation is a little modification of that appearing in any text book of classical mechanics: I have used Herbert Goldstein’s “Classical Mechanics” familiar from my student days [1].

1. The model above requires that the solar system is a bullet like bubble inside the flux tube and dark energy induces no gravitational interaction inside the bubble. The bubble is approximated as a rigid body with one point fixed, which can thus perform precession. The torque must be due to the dependence of the total gravitational potential energy on the tilt angle \(\theta\) of the bubble with respect to the axis of the flux tube.

2. One can apply the same trick as in the case of estimating the force on levitating super-conductor in external magnetic field. Since the magnetic field does not penetrate the superconductor, the interaction energy is the negative of the magnetic energy of the external field in the volume occupied by the super-conductor. Now one obtains the negative of the interaction energy of the dark matter with its own gravitational potential. This can be written as

\[
E_{gr} = -\frac{1}{8\pi G} \int (\nabla \phi_{gr})^2 dV.
\]

(3.1)

The value of the interaction energy depends on the orientation of the heliosphere which gives rise to a torque.
3.1 Calculation of the gravitational potential energy

The value of the potential energy must be calculated for various orientations of the bubble. Cylindrical coordinates \((\rho, z, \phi)\) are obviously the proper choice of coordinates. Cylindrical rotational symmetry implies that the potential energy depends on the inclination angle \(\theta\) only characterizing the cone of precession. Potential energy is defined as an integral over the bubble. Potential energy is proportional to the transverse distance from the axis of the magnetic flux tube and this simplifies the analytical calculations considerably.

1. The change of the orientation of the bubble by a rotation which can be taken to be a rotation in \((y, z)\) plane by angle \(\theta\) means that the expression for the transverse distance squared - call it \((\rho')^2\) - from the axis of the flux tube is given by

\[
(\rho')^2 = x^2 + (\sin(\theta)z + \cos(\theta)y)^2
\]
\[
= \rho^2 \cos^2(\phi) + \rho^2 \cos^2(\theta) \sin^2(\phi) + z^2 \sin^2(\theta) + 2 \rho \rho \cos(\theta) \sin(\theta) \sin(\phi) .
\]

By the rotational symmetry the contribution of the term linear in \(\sin(\phi)\) vanishes in the integral and the integral of \((\rho')^2\) over \(\phi\) can be done trivially so that one obtains the integral of quantity

\[
I \equiv \int dV(\rho')^2 = \int dV \left[ \rho^2 + \rho^2 \cos^2(\theta) + 2 \rho \rho \sin(\theta) \sin(\phi) \right] .
\]

over \(z\) and \(\rho\). The integral of the \(\rho^2\) gives a term which does not depend on \(\theta\) and therefore does not contribute to torque and can be dropped and one obtains

\[
I = \int dV \left[ \rho^2 \cos^2(\theta) + 2 \rho \rho \sin^2(\theta) \right] .
\]

2. To simplify the situation one can assume that bullet is hemisphere so that one has \(z^2 = d^2 - \rho^2\) at the upper boundary. It is convenient to introduce scaled coordinates \(x = \rho/d\) and \(y = z/d\). The integration over \(\phi\) can be carried out trivially so that apart from additive constant term one has

\[
I = \pi d^3 (I_1 \cos^2(\theta) + I_2 \sin^2(\theta)) ,
\]
\[
I_1 = \int_0^1 dy \int_0^{\sqrt{1-y^2}} x^3 dx = \frac{1}{4} \int_0^1 dy (1-y^2)^2 = \frac{44}{45} ,
\]
\[
I_2 = 2 \int_0^1 dx \int_0^{\sqrt{1-x^2}} dy y^2 = \frac{2}{3} \int_0^1 dx (1-x^2)^{3/2} = \frac{2}{15} .
\]

By replacing the upper limit of \(x\) integral with \(z = f(\rho)\) one obtains the more general situation.

3. The value of the integral \(I\) is given by

\[
I = \pi d^5 \left[ \frac{44}{45} \cos^2(\theta) + \frac{2}{15} \sin^2(\theta) \right] \equiv \frac{38}{45} \pi u^2 ,
\]
\[
u = \cos(\theta) .
\]

Here a constant term not contributing to the torque has been dropped away.

4. By substituting the explicit expression for the gravitational potential one obtains the following expression for the gravitational potential

\[
V = V_1 u^2 , \quad V_1 = -\frac{19}{15} \times \frac{3}{8\pi} \frac{GM_{\text{dark}}^2}{d} .
\]

The proportionality to \(GM_{\text{dark}}^2/d\) could have been guessed using dimensional analysis.
3.2 Solving the equations of motion from conservation laws

The equations of motion can be solved using standard procedure applicable to cylindrically symmetry top with one point fixed. The potential has the following general form for the bubble model:

\[ V(u) = V_1 u^2 \text{ (bubble)} \]  

(3.8)

Note that one has \( V_1 < 0 \) is by previous arguments more realistic than the potential when the magnetic flux penetrates the solar system (note that solar system would repel the magnetic flux like super-conductor). In the latter case analytical calculation would be also impossible although also now the potential depends on \( u \) only.

The calculation proceeds in the following manner [1].

1. The Lagrangian is given in terms of Euler angles \((\theta, \phi, \psi)\) by

\[
L = \frac{I_1}{2} \left[ (\frac{d\theta}{dt})^2 + (1 - u^2)(\frac{d\phi}{dt})^2 \right] + \frac{I_3}{2} (\frac{d\psi}{dt} + u \frac{d\phi}{dt})^2 - V_1 u^2 .
\]

(3.9)

Here \( I_1 = I_2 \) resp. \( I_3 \) are the eigen values of the inertia tensor in the directions orthogonal resp. parallel to symmetry axis. In the recent case \( I_1 \) and \( I_2 \) correspond to the two directions orthogonal to the the symmetry axis of the bullet like heliosphere and \( I_3 \) to the direction of the symmetry axis of the heliosphere.

2. \( \phi \) and \( \psi \) are cyclic coordinates and give rise to two conserved quantities corresponding to conserved angular momentum components

\[
p_\psi = I_3 (\frac{d\psi}{dt} + u \frac{d\phi}{dt}) \equiv I_1 a ,
\]

\[
p_\phi = [I_1 (1 - u^2) + I_3 u^2] \frac{d\phi}{dt} + I_3 u \frac{d\psi}{dt} \equiv I_1 b .
\]

(3.10)

From these equations one can solve \( d\psi/dt \) and \( d\phi/dt \) (recession velocity) in terms of \( u \) and various parameters and integrate this equations with respect to time if \( u(t) \) is known.

3. Energy conservation gives an additional condition. By noticing that also the quantity \( p_\psi^2 / 2I_3 \) is conserved and one obtains

\[
E' = E - \frac{p_\psi^2}{2I_3} = \frac{I_1}{2} (\frac{d\theta}{dt})^2 + (1 - u^2)(\frac{d\phi}{dt})^2 + V_1 u^2
\]

(3.11)

is conserved. By little manipulations one can integrate \( \theta \) or equivalently \( t \) from this equation and one obtains for the period \( T \) of motion the expression of form

\[
T = 2 \int_{u_0}^{u_+} \frac{du}{\sqrt{(1 - u^2)(\alpha - \beta u^2) - (b - au)^2}} ,
\]

\[
\alpha = \frac{2E'}{I_1} , \quad \beta = \frac{2V_1}{I_1} , \quad V_1 = -\frac{19}{15} \times \frac{3}{8\pi} \frac{GM_{\text{dark}}^2}{d} .
\]

(3.12)

The coefficients \( \alpha \) and \( \beta \) can be deduced from the conservation laws for \( p_\psi \) and \( p_\phi \). Note that for the cylindrically symmetric rotating rigid body in Earth’s magnetic field the negative \( V_1 u^2 \) term is replaced with \( 2GMH \times u \) term having positive sign. By replacing \( u_+ \) with \( u \) as the upper integration limit one obtains the relationship \( t = t(u) \) and can in principle invert this relationship to get \( u = u(t) \).
The integral in question is an elliptic integral \([2, 1]\), whose general form is

\[
P(a, b) = \int_a^b R(u, \sqrt{P(u)}) du ,
\]

where \(R\) is a rational function of its arguments and \(P(t)\) is a polynomial with degree not higher than 4. Now the degree of \(P\) is maximal and the rational function reduces to a rational function \(R(u, \sqrt{P(u)}) = 1/\sqrt{P(u)}\) of single variable. The limits are given by \((a, b) = (u_-, u)\) in the general case. By an appropriate change of variables elliptic integrals can be always reduced to three canonical elliptic integrals known as Legendre forms \([3]\).

1. In the recent case the elliptic integral is of the standard form

\[
t = \int_{u_-}^{u_+} dv \frac{1}{\sqrt{P_4(v)}} , \quad P_4(v) = a_4 v^4 + a_3 v^3 + a_2 v^2 + a_1 v + a_0 ,
\]

\[
a_4 = -\beta , \quad a_3 = 0 , \quad a_2 = -\alpha - a^2 , \quad a_1 = 2ab , \quad a_0 = \alpha - b^2 .
\]

(3.14)

It can be computed analytically \([1]\) in terms of Weierstrass elliptic function \(\mathcal{P}(t; g_2, g_3)\) \([4, 5]\) with invariants

\[
g_2 = a_0 a_4 - 4a_1 a_3 + 3a_2^2 ,
\]

\[
g_3 = a_0 a_2 a_4 - 2a_1 a_2 a_3 - a_4 a_1^2 - a_3^2 a_0 .
\]

(3.15)

2. Weierstrass elliptic function is the inverse of the function defined by the elliptic integral

\[
t = \int_t^{\infty} \frac{ds}{4s^3 - g_2 s - g_3} .
\]

(3.16)

\(g_2\) and \(g_3\) are expressible in terms of zeros \(e_1, e_2, e_3\) of \(4s^3 - g_2 s + g_3\) satisfying \(e_1 + e_2 + e_3 = 0\) (the quadratic term in the polynomial vanishes)

\[
g_2 = -4(e_1 e_2 + e_1 e_3 + e_2 e_3) = 2(e_1^2 + e_2^2 + e_3^2) ,
\]

\[
g_3 = 4e_1 e_2 e_3 .
\]

(3.17)

The zeros of this polynomial must correspond to the zeros of the third order polynomial obtained when the zero \(u_-\) of \(P_4\) is factorized out but for variable which is not \(u\) anymore.

Either all the zeros are real or one os real and two complex conjugates of each other. This depends on the sign of the discriminant \(\Delta = g_2^3 - 27g_3^2\). The possibly complex half periods \(\omega_i\) (in the generic case) are related to the roots by \(\mathcal{P}(\omega_1) = e_1, \mathcal{P}(\omega_2) = e_2, \mathcal{P}(\omega_3) = e_3 = -e_1 - e_2\) and satisfy \(\omega_3 = -\omega_1 - \omega_2\). For real roots \(e_i\) \(\omega_1\) is real and \(\omega_3\) purely imaginary so that \(\omega_2 = -\omega_1 - \omega_3\) is complex.

The ratio \(\tau = \omega_1/\omega_2\) defines so called modular parameter \(\tau\) characterizing the periodicity properties of the Weierstrass function in complex plane (or effectively on torus whose conformal structures is characterized by \(\tau\)).

3. If \(u_-\) is root of the \(P_4\) as in the recent case, the expression for integral is given by

\[
u = u_- + \frac{1}{4} \frac{P_4'(u_-)}{P_4(u_-)} \left[ \mathcal{P}(t; g_2, g_3) - \frac{1}{24} \frac{P_4'(u_-)}{P_4(u_-)} \right]^{-1} .
\]

(3.18)
3.3 Exact solution when nutation is neglected

Here $\mathcal{P}(t; g_2, g_3)$ is the Weierstrass elliptic function. This expression gives $u = \cos(\theta)$ as function of time $t$. The period $T$ corresponds to the situation $u = u_+$ and must correspond to the $t = \omega_1$ (real period in the argument of $\mathcal{P}$). The values of this function can be calculated numerically using Mathematica.

4. The relationship $u = u(t)$ giving by the above expression allows to integrate the equations for $\psi$ and $\phi$ from the corresponding conservation laws by substituting the expression for $u(t)$ to these equations. Note that if nutation is absent so that $d\theta/dt = 0$ holds true and the above description fails since $P_4$ has a pair of degenerate real roots $u_+ = u_-$ meaning that nutation amplitudes becomes vanishing. This situation must be treated separately.

3.3 Exact solution when nutation is neglected

In the recent case the nutation can be neglected in the first approximation so that one has $d\theta/dt = 0$. In this case the two roots of the fourth order polynomial whose roots define the turning points are degenerate. This situation must be treated separately since the previous treatment fails.

1. The Lagrange equations of motion for $\theta$ give $\partial L/\partial \theta = 0$ stating that the torque vanishes in the equilibrium position for $\theta$. The condition allows three solutions

\[
    u = \pm 1 \quad (\text{no precession}) , \\
    u = \frac{1}{r_{13} - 1} \times \left( \frac{d\phi}{dt} \right)^2 (\text{precession}) , \\
    r_{13} \equiv \frac{I_1}{I_3} .
\]

(3.19)

If the bubble were a hemisphere with constant mass density one would have $r_{13} = 1/2$. Since the mass is concentrated in the orbital plane of planets, the value of $I_3$ is however smaller than $I_1$ and $r_{13}$ is large suggesting that $r_{31} \equiv 1/r_{13}$ is a more convenient parameter for numerical calculations. If dark matter and energy do not contribute significantly inside helisphere, Jupiter would give the dominating contribution to $I_1$ and Sun to $I_3$ inside planetary system. Kuiper belts are expected to give a large contribution to $I_1$. A rough estimate for $r_{31}$ using various masses, solar radius, and planetary distances as basic data and neglecting Kuiper belt would give $r_{31} \sim 10^{-3}$. The actual value would be smaller than this unless dark matter changes the situation.

2. The conservation laws for $p_\psi$ and $p_\phi$ read as

\[
p_\psi = I_3 (\frac{d\phi}{dt} + u \frac{d\psi}{dt}) \equiv I_3 a , \\
p_\phi = \left[ I_1 (1 - u^2) + I_3 u^2 \right] \frac{d\phi}{dt} + I_3 u \frac{d\psi}{dt} \equiv I_3 b ,
\]

and give

\[
\left( \frac{d\phi}{dt} \right) = \frac{1}{1 - u^2} \left( a \left[ r_{13} (1 - u^2) + u^2 \right] - bu \right) , \\
\frac{d\phi}{dt} = \pm a \left[ r_{13} (1 - u^2) + u^2 \right] - bu \frac{d\psi}{dt} \frac{d\phi}{dt} .
\]

(3.21)

Note that $d\psi/dt$ and $d\phi/dt$ are constants.
3. By substituting the expression for the ratio of these angular velocities to the equation for the equilibrium value of $u$, one obtains

$$u(b - au)^2 = \frac{1}{r_{13} - 1} \{a [r_{13}(1 - u^2) + u^2] - bu\}^2.$$  \hspace{1cm} (3.22)

This is fourth order polynomial and the number of real roots is at most four. $u \rightarrow -u, b \rightarrow -b$ is a symmetry of this equation. The interpretation is as change of the direction of spin axis and precession axis.

4. By feeding $d\theta/dt = 0$ into the conservation law of energy, one obtains an expression for the conserved energy

$$E = \frac{I_1}{2} [(1 - u^2)(b - au)^2 + r_{13}b^2] + V_1u^2.$$  \hspace{1cm} (3.23)

An interesting possibility is that the rotational motion of the bubble is stabilized against dissipation by the negativity of even the total energy $E$. The problem is that $r_{13}$ is large and $b$ is non-vanishing for precession so that the negativity of the total energy does not seem plausible.

A weaker condition is that $E' = E - p_\phi^2/2I_3$ is negative. This gives

$$E' = \frac{I_1}{2} [(1 - u^2)(b - au)^2 + r_{13}(b^2 - a^2)] + V_1u^2 < 0.$$  \hspace{1cm} (3.24)

For $b^2 < a^2$ the sign of the large term in the kinetic energy changes. What this would mean that the rate of rotation of solar system around the instantaneous precessing instantaneous rotation axis is large as compared to the precession rate.

5. The estimate for the period of precession given by $T = 2.6 \times 10^4$ years. In the approximation that nutation is absent $d\phi/dt = \omega$ is constant, and one has $d\phi/dt = 2\pi/T = 2.4 \times 10^{-4}$/year.

The actual precession rate is not constant but its order of magnitude is same as the estimate obtained neglecting the nutation. Nutation would induce a time dependence of the precession rate. A reasonable expectation is that nutation represents a small oscillation around the solution representing mere precession.

### 3.4 Approximate solution when nutation is allowed

The model for non-nutating precession and the fact that precession rate is not quite constant suggest that a small nutation is present and induces the variation of the precession rate. A natural guess is that nutation represents a small perturbation around of non-nutating solutions. If this the case one can consider a standard treatment using standard perturbation theory assuming $u = u - 0 + \Delta u(t)$ and assuming that angular velocities are not affected at all so that only the $u$ is perturbed.

1. The Lagragian for small perturbations of this kind is

$$\Delta L = \frac{I_1}{2} \left( \frac{d\Delta u}{dt} \right)^2 + \left[ \frac{(I_3 - I_1)}{2} \omega_\phi^2 - \frac{V_1}{I_1} \right] \Delta u^2.$$  \hspace{1cm} (3.25)

Here the shorthand notation $d\phi/dt \equiv \omega_\phi$ is introduced.

2. The equation for small oscillations is

$$\frac{d^2 \Delta u}{dt^2} + \omega_\phi^2 \Delta u = 0,$$

$$\omega_\phi^2 = \left[ (1 - r_{31}) \omega_\phi^2 + \frac{V_1}{I_1} \right] \Delta.$$  \hspace{1cm} (3.26)
3. Stability requires \( \omega^2_0 > 0 \). Since \( r_{13} \) is small the first term in \( \omega^2_0 \) is positive. The second term is negative and this poses an upper bound for the magnitude of \( V_1 \) or alternatively lower bound for the magnitude of \( \omega_0 \):

\[
\frac{I_1 \omega^2_0}{|V_1|} > \frac{1}{1-r_{31}} = \frac{r_{13}}{r_{13}-1}.
\] 

(3.27)

A possible interpretation of this condition that sufficiently high precession rate prevents the instability causing the value of \( u \) to increase. Note that \( V_1 u^2 \) is analogous to harmonic oscillator potential with a wrong sign. Note that for \( \omega_0 = 0 \) which corresponds to \( u_0 = 0 \) the situation is unstable so that precession is necessary to stabilize the system against gravitational torque.

4. The period of mutation defines the period of oscillation for the rate of precession and this condition gives additional constraint on the parameters of the model.

4 Cosmic evolution as transformation of dark energy to matter

The proposed bubble option favored by the fact that Newtonian theory works so well inside planetary system favors bound state precessing solutions without mutation. These solutions are expected to be stable against dissipation. Small mutation around the equilibrium solution could explain the slow variation of the precession rate. The variation could be also caused by external perturbations. What is amusing from the mathematical point of view is that the model is analytically solvable and that the solution involves elliptic functions just as the Newtonian two-body problem does.

The model suggests a universal fractal mechanism leading to the formation of astrophysical and even biological structures as a formation of bubbles of ordinary or dark matter inside magnetic flux tubes carrying dark energy identified as magnetic energy of the flux tubes. In primordial cosmology these flux tubes would have been cosmic strings with enormous mass density, which is however below the black hole limit for straight strings. Strongly entangled strings could form black holes if general relativistic criteria hold true in TGD.

One must be very critical concerning the model since in TGD framework the accelerated cosmic expansion has several alternative descriptions, which should be mutually consistent. It seems that these descriptions corresponds to the descriptions of one and same thing in different length scales.

1. The critical and over-critical cosmologies representable as four-surfaces in \( M^4 \times CP^2 \) are unique apart from their duration [8]. The critical cosmology corresponds to flat 3-space and would effectively replace inflationary cosmology in TGD framework and criticality would serve as a space-time correlate for quantum criticality in cosmological scales natural if hierarchy of Planck constants is allowed. The expansion is accelerating for the critical cosmology and is caused by a negative ”pressure” basically due to the constraint force induced by the imbeddability condition, which is actually responsible for most of the explanatory power of TGD (say geometrization of standard model gauge fields and quantum numbers).

2. A more microscopic manner to understand the accelerated expansion would be in terms of cosmic strings. Cosmic strings [1] expand during cosmic evolution to flux tubes and serve as the basic building bricks of TGD Universe. The magnetic tension along them generates a negative ”pressure”, which could explain the accelerated expansion. Dark energy would be magnetic energy.

The proposed boiling of the flux tubes with bubbles representing galaxies, stars, ..., cells, etc., would serve as a universal mechanism generating ordinary and dark matter. The model should be consistent with the Bohr orbitology for the planetary systems [7] in which the flux tubes mediating gravitational interaction between star and planet have a gigantic Planck constant. This is the case if the magnetic flux tubes quite generally correspond to gigantic values of Planck constant of form \( h_{gr} = GM_1 M_2 / v_0, \ v_0/c < 1 \), where \( M_1 \) and \( M_2 \) are the masses of the objects connected by the flux tube.
3. Even more microscopic description of the accelerated expansion would be in terms of elementary particles. In TGD framework space-time decomposes into regions having both Minkowskian and Euclidian signatures of the induced metric [9]. The Euclidian regions are something totally new as compared to the more conventional theories and have interpretation as space-time regions representing lines of generalized Feynman diagrams.

The simplest GRT limit of TGD relies of Einstein-Maxwell action with a non-vanishing cosmological constant in the Euclidian regions of space-time [9]; this allows both Reissner-Nordström metric and $CP^2$ as special solutions of field equations. The cosmological constant is gigantic but associated only with the Euclidian regions representing particles having typical size of order $CP^2$ radius. The cosmological constant explaining the accelerated expansion at GRT limit could correspond to the space-time average of the cosmological constant and therefore would be of a correct sign and order of magnitude (very small) since most of the space-time volume is Minkowskian.

This picture can be consistent with the idea that magnetic flux tubes which have Minkowskian signature of the induced metric are responsible for the effective cosmological constant if the magnetic energy inside the magnetic flux tubes transforms to elementary particles in a phase transition generating dark and ordinary matter from dark energy and therefore gives rise to various visible astrophysical objects.

5 The origin of cosmic rays

The origin of cosmic rays remains still one of the mysteries of astrophysics and cosmology. The recent finding of a super bubble [19] emitting cosmic rays might cast some light in the problem.

5.1 What has been found?

The following is the abstract of the article published in Science [18].

The origin of Galactic cosmic rays is a century-long puzzle. Indirect evidence points to their acceleration by supernova shockwaves, but we know little of their escape from the shock and their evolution through the turbulent medium surrounding massive stars. Gamma rays can probe their spreading through the ambient gas and radiation fields. The Fermi Large Area Telescope (LAT) has observed the star-forming region of Cygnus X. The 1- to 100-gigaelectronvolt images reveal a 50-parsec-wide cocoon of freshly accelerated cosmic rays that flood the cavities carved by the stellar winds and ionization fronts from young stellar clusters. It provides an example to study the youth of cosmic rays in a superbubble environment before they merge into the older Galactic population. The usual thinking is that cosmic rays are not born in states with ultrahigh energies but are boosted to high energies by some mechanism. For instance, super nova explosions could accelerate them. Shock waves could serve as an acceleration mechanism. Cosmic rays could also result from the decays of heavy dark matter particles.

The story began when astronomers detected a mysterious source of cosmic rays in the direction of the constellation Cygnus X [20]. Supernovae happen often in dense clouds of gas and dust, where stars between 10 to 50 solar masses are born and die. If supernovae are responsible for accelerating of cosmic rays, it seems that these regions could also generate cosmic rays. Cygnus X is therefore a natural candidate to study. It need not however be the source of cosmic rays since magnetic fields could deflect the cosmic rays from their original direction. Therefore Isabelle Grenier and her colleagues decided to study, not cosmic rays as such, but gamma rays created when cosmic rays interact with the matter around them since they are not deflected by magnetic fields. Fermi gamma-ray space telescope was directed toward Cygnus X. This led to a discovery of a superbubble with diameter more than 100 light years. Superbubble contains a bright region which looks like a duck. The spectrum of these gamma rays implies that the cosmic rays are energetic and freshly accelerated so that they must be close to their sources.

The important conclusions are that cosmic rays are created in regions in which stars are born and gain their energies by some acceleration mechanism. The standard identification for the acceleration mechanism are shock waves created by supernovas but one can imagine also other mechanisms.
5.2 Cosmic rays in TGD Universe?

In TGD framework one can imagine several mechanisms producing cosmic rays. According to the vision already discussed, both ordinary and dark matter would be produced from dark energy identified as Kähler magnetic energy and producing as a by product cosmic rays. What causes the transformation of dark energy to matter, was not discussed earlier, but a local phase transition increasing the value of Planck constant of the magnetic flux tube could be the mechanism. A possible acceleration mechanism would be acceleration in an electric field along the magnetic flux tube. Another mechanism is supernova explosion scaling-up rapidly the size of the closed magnetic flux tubes associated with the star by \( h \) increasing phase transition preserving the Kähler magnetic energy of the flux tube, and accelerating the highly energetic dark matter at the flux tubes radially: some of the particles moving along flux tubes would leak out and give rise to cosmic rays and associated gamma rays.

5.2.1 The mechanism transforming dark energy to dark matter and cosmic rays

Consider first the mechanism transforming dark energy to dark matter.

1. The recent model for the formation of stars and also galaxies is based on the identification magnetic flux tubes as carriers of mostly dark energy identified as Kähler magnetic energy giving rise to a negative “pressure” as magnetic tension and explaining the accelerated expansion of the Universe. Stars and galaxies would be born as bubbles of ordinary are generated inside magnetic flux tubes. Inside these bubbles dark energy would transform to dark and ordinary matter. Kähler magnetic flux tubes are characterized by the value of Planck constant and for the flux tubes mediating gravitational interactions its value is gigantic. For a start of mass \( M \) its value for flux tubes mediating self-gravitation it would be \( \hbar_{gr} = \frac{GM^2}{v_0} \), \( v_0 < 1 \) (\( v_0 \) is a parameter having interpretation as a velocity).

2. On possible mechanism liberating Kähler magnetic energy as cosmic rays would be the increase of the Planck constant for the magnetic flux tube occurring locally and scaling up quantal distances. Assume that the radius of the flux tube is this kind of quantum distance. Suppose that the scaling \( h \rightarrow rh \) implies that the radius of the flux tube scales up as \( r^n \), \( n = 1/2 \) or \( n = 1 \) \( (n = 1/2 \text{ turns out to be the sensible option}) \). Kähler magnetic field would scale as \( 1/r^{2n} \). Magnetic flux would remain invariant as it should and Kähler magnetic energy would be reduced as \( 1/r^{2n} \). For both options Kähler magnetic energy would be liberated. The liberated Kähler magnetic energy must go somewhere and the natural assumption is that it transforms to particles giving rise to matter responsible for the formation of star. Could these particles include also cosmic rays? This would conform with the observation that stellar nurseries could be also the birth places of cosmic rays. One must of course remember that there are many kinds of cosmic rays. For instance, this mechanism could produce ultra high energy cosmic rays having nothing to do with the cosmic rays in 1-100 GeV rays studied in the recent case.

3. The simplest assumption is that the thickening of the magnetic flux tubes during cosmic evolution is based on phase transitions increasing the value of Planck constant in step-wise manner. This is not a new idea and I have proposed that entire cosmic expansion at the level of space-time sheets corresponds to this kind of phase transitions. The increase of Planck constant by a factor of two is a good guess since it would increase the size scale by two. In fact, Expanding Earth hypothesis having no standard physics realization finds a beautiful realization in this framework. Also the periods of accelerating expansion could be identified as these phase transition periods.

4. For the values of gravitational Planck constant assignable to the space-time sheets mediating gravitational interactions, the Planck length scaling like \( r^{1/2} \) would scale up to black-hole horizon radius. The proposal would imply for \( n = 1/2 \) option that magnetic flux tubes having \( M^4 \) projection with radius of order Planck length primordially would scale up to blackhole horizon radius if gravitational Planck constant has a value \( GM^2/v_0 \), \( v_0 < 1 \) assignable to a star. Obviously this evolutionary scenario is consistent with with what is known about the relations ship between masses and radii of stars.
5.2 Cosmic rays in TGD Universe?

5.2.2 What is the precise mechanism transforming dark energy to matter?

What is the precise mechanism transforming the dark magnetic energy to ordinary or dark matter? This is not clear but this mechanism could produce very heavy exotic particles not yet observed in laboratory which in turn decay to very energetic ordinary hadrons giving rise to cosmic rays spectrum. I have considered a mechanism for the production of [ultrahigh energy cosmic rays](#) based on the decays of hadrons of scaled up copies of ordinary hadron physics [6]. In this case no acceleration mechanism would be necessary. Cosmic rays lose their energy in interstellar space. If they correspond to a large value of Planck constant, situation would change and the rate of the energy loss could be very slow. The above described experimental finding about Cygnus X however suggests that acceleration takes place for the ordinary cosmic rays with relatively low energies. This of course does not exclude particle decays as the primary production mechanism of very high energy cosmic rays. In any case, dark magnetic energy transforming to matter gives rise to both stars and high energy cosmic rays in TGD based proposal.

5.2.3 What is the acceleration mechanism of cosmic rays or is there any such mechanism?

1. Cosmic rays could be identified as newly created matter leaking out from the system. Even in the absence of accelerating fields the particles created in the boiling of dark energy to matter, particles moving along magnetic flux tubes would move essentially like free particles whereas in orthogonal directions they would feel \(1/\rho\) gravitational force. For large values of \(\hbar\) this could explain very high energy cosmic rays. The recent findings about gamma ray spectrum however suggests that there is an acceleration involved for cosmic rays with energies 1-100 GeV.

2. One possible alternative acceleration mechanism relies on the motion along magnetic flux tubes deformed in such a manner that there is an electric field orthogonal to the magnetic field in such a manner that the field lines of these fields rotate around the direction of the flux tube. The simplest imbeddings of constant magnetic fields allow deformations allowing also electric field [5], and one can expect the existence of preferred extremals with similar structure. Electric field would induce an acceleration along the flux tube. If the flux tube corresponds to large non-standard value of Planck constant, dissipation rate would be low and the acceleration mechanism would be very effective.

Similar mechanism might even explain the observations about ultrahigh energy electrons associated with lightnings at the surface of Earth: they should not be there because the dissipation in the atmosphere should not allow free acceleration in the radial electric field of Earth. Here one must be very cautious: the findings are based on a model in which gamma rays are generated with collisions of cosmic rays with matter. If cosmic rays travel along magnetic flux tubes with a gigantic value of Planck constant, they should dissipate extremely slowly and no gamma rays would be generated. Hence the gamma rays must be produced by the collisions of cosmic rays which have leaked out from the magnetic flux tubes. If the flux tubes are closed (say associated with the star) the leakage must indeed take place if the cosmic rays are to travel to Earth.

3. There could be a connection with supernovae although it would not be based on shock waves. Also supernova expansion could be accompanied by a phase transition increasing the value of Planck constant. Suppose that Kähler magnetic energy is conserved in the process. This is the case if the lengths of the magnetic flow tubes \(r\) and radii by \(r^{1/2}\). The closed flux tubes associated with supernova would expand and the size scale of flux tubes would increase by factor \(r\). The fast radial scaling of the flux tubes would accelerate the dark matter at the flux tubes radially.

Cosmic rays having ordinary value of Planck constant could be created when some of the dark matter leaks out from the magnetic flux tubes as their expanding motion in radial direction accelerates or slows down. High energy dark particles moving along flux tube would leak out in the tangential direction. Gamma rays would be generated as the resulting particles interact with the environment. The energies of cosmic rays would be the outcome of acceleration process:
only their leakage would be caused by it so that the mechanism differs in a decisive manner from the mechanism involving shock waves.

4. The energy scale of cosmic rays - let us take it to be about E=100 GeV for definiteness- gives an order of magnitude estimate for the Planck constant of dark matter at the Kähler magnetic flux tubes if one assumes that supernovae is producing the cosmic rays. Assume that electromagnetic field equals to induced Kähler field (the space-time projection of space-time surface to CP2 belongs homologically non-trivial geodesic sphere). Assume that the situation is relativistic for both proton and electron now and at this limit the cyclotron energy scale does not depend on the mass of the charged particle at all. This means that same value of $\hbar$ produces same energy for both electron and proton.

(a) The magnetic field of pulsar can be estimated from the knowledge how much the field lines are pulled together and from the conservation of magnetic flux: a rough estimate is $B = 10^8$ Tesla and will be used also now. This field is $2 \times 10^{12} B_E$ where $B_E = .5$ Gauss is the nominal value of Earth’s magnetic field.

(b) The cyclotron frequency of electron in Earth’s magnetic field is $f_c(e) = 6 \times 10^5$ Hz in a good approximation and correspond to cyclotron energy $E_c = 10^{-14} (f_c/Hz)$ eV from the approximate correspondence $eV \leftrightarrow 10^{14}$ Hz true for $E = hf$. For the ordinary value of Planck constant electron’s cyclotron energy would be for supernova magnetic field $B_S = 10^8$ Tesla equal to $E_c = 2 \times 10^{-2} (f_c/Hz)$ eV and much below the energy scale $E = 100$ GeV.

(c) The required scaling $\hbar \rightarrow r\hbar$ of Planck constant is obtained from the condition $E_c = E$ giving in the case of electron one can write

$$r = \left( \frac{E}{E_c} \right)^2 \times \frac{B_E}{B_S} \times \frac{heB_E}{m_e^2} .$$

The dimensionless parameter $\frac{heB_E}{m_e^2} = 1.2 \times 10^{-14}$ follows from $m_e = .5$ MeV. The estimate gives $r \sim 2 \times 10^{12}$. Values of Planck constant of this order of magnitude and even larger ones appear in TGD inspired model of brain but in this case magnetic field is Earth’s magnetic field and the large thickness of the flux tube makes possible to satisfy the quantization of magnetic flux in which scaled up $\hbar$ defines the unit.

To sum up, large values of Planck constant would be absolutely essential making possible high energy cosmic rays and just the presence of high energy cosmic rays could be seen as an experimental support for the hierarchy of Planck constants. The acceleration mechanism of cosmic rays are poorly understood and TGD option predicts that there is no acceleration mechanism to search for.

Acknowledgements: I want to express my gratitude to my friend Pertti Kärkkäinen for informing me about the theoretical problems related to the precession of equinoxes and for a careful proof reading of the manuscript of this article.
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## Abstract

The comparison of TGD with inflationary cosmology combined with new results about TGD inspired cosmology provides fresh insights to the relationship of TGD and standard approach and shows how TGD cures the lethal diseases of the eternal inflation. Very roughly: the replacement of the energy of the scalar field with magnetic energy replaces eternal inflation with a fractal quantum critical cosmology allowing to see more sharply the TGD counterpart of inflation and accelerating expansion as special cases of criticality. The rapid expansion periods correspond to phase transitions increasing the value of Planck constant and increasing the radius of magnetic flux tubes. This liberates magnetic energy and gives rise to radiation in turn giving rise to radiation and matter in the recent Universe just like the energy of inflaton field would give rise to radiation at the end of the inflation period in cosmic inflation. The multiverse of inflationary scenarios is replaced with the many-sheeted space-time and one can say that the laws of physics are essentially same everywhere in the sense that the fundamental symmetries are the symmetries of standard model everywhere.

## 1 Introduction

The comparison of TGD with inflationary cosmology combined with new results about TGD inspired cosmology provides fresh insights to the relationship of TGD and standard approach and shows how TGD cures the lethal diseases of the eternal inflation. Very roughly: the replacement of the energy of the scalar field with magnetic energy replaces eternal inflation with a fractal quantum critical cosmology allowing to see more sharply the TGD counterpart of inflation and accelerating expansion as special cases of criticality. Wikipedia gives a nice overall summary [inflationary cosmology](http://en.wikipedia.org/wiki/Inflationary_cosmology) and I recommend it to the non-specialist physics reader as a manner to refresh his or her memory.

1
2 Brief summary of the inflationary scenario

Inflationary scenario relies very heavily on rather mechanical unification recipes based on GUTs. Standard model gauge group is extended to a larger group. This symmetry group breaks down to standard model gauge group in GUT scale which happens to correspond to $CP^2$ size scale. Leptons and quarks are put into same multiplet of the gauge group so that enormous breaking of symmetries occurs as is clear from the ratio of top quark mass scale and neutrino mass scale. These unifiers want however a simple model allowing to calculate so that neither aesthetics nor physics does not matter. The instability of proton is one particular prediction. No decays of proton in the predicted manner have been observed but this has not troubled the gurus. As a matter fact, even Particle Data Tables tell that proton is not stable! The lobbies of GUTs are masters of their profession!

One of the key features of GUT approach is the prediction Higgs like fields. They allow to realize the symmetry breaking and describe particle massivation. Higgs like scalar fields are also the key ingredient of the inflationary scenario and inflation goes to down to drain tub if Higgs is not found at LHC. It is looking more and more probable that this is indeed the case. Inflation has endless variety of variants and each suffers from some drawback. In this kind of situation one would expect that it is better to give up but it has become a habit to say that inflation is more that a theory, it is a paradigm. When superstring models turned out to be a physical failure, they did not same thing and claimed that super string models are more like a calculus rather than mere physical theory.

2.1 The problems that inflation was proposed to solve

The basic problems that inflation was proposed to solve are magnetic monopole problem, flatness problem, and horizon problem. Cosmological principle is a formulation for the fact that cosmic microwave radiation is found to be isotropic and homogenous in an excellent approximation. There are fluctuations in CMB believed to be Gaussian and the prediction for the spectrum of these fluctuations is an important prediction of inflationary scenarios.

1. Consider first the horizon problem. The physical state inside horizon is not causally correlated with that outside it. If the observer today receives signals from a region of past which is much larger than horizon, he should find that the universe is not isotropic and homogenous. In particular, the temperature of the microwave radiation should fluctuate wildly. This is not the case and one should explain this.

The basic idea is that the potential energy density of the scalar field implies exponential expansion in the sense that the "radius" of the Universe increases with an exponential rate with respect to cosmological time. This kind of Universe looks locally like de-Sitter Universe. This fast expansion smooths out any inhomogenities and non-isotropies inside horizon. The Universe of the past observed by a given observer is contained within the horizon of the past so that it looks isotropic and homogenous.

2. GUTs predict a high density of magnetic monopoles during the primordial period as singularities of non-abelian gauge fields. Magnetic monopoles have not been however detected and one should be able to explain this. The idea is very simple. If Universe suffers an exponential expansion, the density of magnetic monopoles gets so diluted that they become effectively non-existent.

3. Flatness problem means that the curvature scalar of 3-space defined as a hyper-surface with constant value of cosmological time parameter (proper time in local rest system) is vanishing in an excellent approximation. de-Sitter Universe indeed predicts flat 3-space for a critical mass density. The contribution of known elementary particles to the mass density is however much below the critical mass density so that one must postulate additional forms of energy. Dark matter and dark energy fit the bill. Dark energy is very much analogous to the vacuum energy of Higgs like scalar fields in the inflationary scenario but the energy scale of dark energy is by 27 orders of magnitude smaller than that of inflation, about $10^{-3} \text{ eV}$.

2.2 Evolution of inflationary models

The inflationary models developed gradually more realistic.
1. Alan Guth was the first to realize that the decay of false (unstable) vacuum in the early universe could solve the problem posed by magnetic monopoles. What would happen would be the analog of super-cooling in thermodynamics. In super-cooling the phase transition to stable thermodynamic phase does not occur at the critical temperature and cooling leads to a generation of bubbles of the stable phase which expand with light velocity.

The unstable super-cooled phase would locally correspond to exponentially expanding de-Sitter cosmology with a non-vanishing cosmological constant and high energy density assignable to the scalar field. The exponential expansion would lead to a dilution of the magnetic monopoles and domain walls. The false vacuum corresponds to a value of Higgs field for which the symmetry is not broken but energy is far from minimum. Quantum tunneling would generate regions of true vacuum with a lower energy and expanding with a velocity of light. The natural hope would be that the energy of the false vacuum would generate radiation inducing reheating. Guth however realized that nucleation does not generate radiation. The collisions of bubbles do so but the rapid expansion masks this effect.

2. A very attractive idea is that the energy of the scalar field transforms to radiation and produces in this manner what we identify as matter and radiation. To realize this dream the notion of slow-roll inflation was proposed. The idea was that the bubbles were not formed at all but that the scalar field gradually rolled down along almost flat hill. This gives rise to an exponential inflation in good approximation. At the final stage the slope of the potential would come so steep that reheating would take place and the energy of the scalar field would transform to radiation. This requires a highly artificial shape of the potential energy. There is also a fine tuning problem: the predictions depend very sensitively on the details of the potential so that strictly speaking there are no predictions anymore. Inflaton should have also a small mass and represent new kind of particle.

3. The tiny quantum fluctuations of the inflaton field have been identified as the seed of all structures observed in the recent Universe. These density fluctuations make them visible also as fluctuations in the temperature of the cosmic microwave background and these fluctuations have become an important field of study (WMAP).

4. In the hybrid model of inflation there are two scalar fields. The first one gives rise to slow-roll inflation and second one puts end to inflationary period when the first one has reached a critical value by decaying to radiation. It is of course imagine endless number of speculative variants of inflation and Wikipedia article summarizes some of them.

5. In eternal inflation the quantum fluctuations of the scalar field generate regions which expand faster than the surrounding regions and gradually begin to dominate. This means that there is eternal inflation meaning continual creation of Universes. This is the basic idea behind multiverse thinking. Again one must notice that scalar fields are essential: in absence of them the whole vision falls down like a card house.

The basic criticism of Penrose against inflation is that it actually requires very specific initial conditions and that the idea that the uniformity of the early Universe results from a thermalization process is somehow fundamentally wrong. Of course, the necessity to assume scalar field and a potential energy with a very weird shape whose details affect dramatically the observed Universe, has been also criticized.

3  Comparison with TGD inspired cosmology

It is good to start by asking what are the empirical facts and how TGD can explain them.

3.1  What about magnetic monopoles in TGD Universe?

Also TGD predicts magnetic monopoles. \( CP_2 \) has a non-trivial second homology and second geodesic sphere represents a non-trivial element of homology. Induced Kähler magnetic field can be a monopole field and cosmic strings are objects for which the transversal section of the string carries monopole flux. The very early cosmology is dominated by cosmic strings carrying magnetic monopole fluxes. The
monopoles do not however disappear anywhere. Elementary particles themselves are string like objects carrying magnetic charges at their ends identifiable as wormhole throats at which the signature of the induced metric changes. For fermions the second end of the string carries neutrino pair neutralizing the weak isospin. Also color confinement could involve magnetic confinement. These monopoles are indeed seen: they are essential for both the screening of weak interactions and for color confinement!

3.2 The origin of cosmological principle

The isotropy and homogeneity of cosmic microwave radiation is a fact as are also the fluctuations in its temperature as well as the anomalies in the fluctuation spectrum suggesting the presence of large scale structures. Inflationary scenarios predict that fluctuations correspond to those of nearly gauge invariant Gaussian random field. The observed spectral index measuring the deviation from exact scaling invariance is consistent with the predictions of inflationary scenarios.

Isotropy and homogeneity reduce to what is known as cosmological principle. In general relativity one has only local Lorentz invariance as approximate symmetry. For Robertson-Walker cosmologies with sub-critical mass density one has Lorentz invariance but this is due to the assumption of cosmological principle - it is not a prediction of the theory. In inflationary scenarios the goal is to reduce cosmological principle to thermodynamics but fine tuning problem is the fatal failure of this approach.

In TGD inspired cosmology \[ H = M^4 \times CP_2 \] predicting a global Poincare invariance reducing to Lorentz invariance for the causal diamonds. This represent extremely important distinction between TGD and GRT. This is however not quite enough since it predicts that Poincare symmetries treat entire partonic 2-surfaces at the end of \( CD \) as points rather than affecting on single point of space-time. More is required and one expects that also now finite radius for horizon in very early Universe would destroy the isotropy and homogeneity of 3 K radiation. The solution of the problem is simple: cosmic string dominated primordial cosmology has infinite horizon size so that arbitrarily distance regions are correlated. Also the critical cosmology, which is determined part from the parameter determining its duration by its imbeddability, has infinite horizon size. Same applies to the asymptotic cosmology for which curvature scalar is extremized.

The hierarchy of Planck constants \[ \text{ and the fact that gravitational space-time sheets should possess gigantic Planck constant suggest a quantum solution to the problem: quantum coherence in arbitrary long length scales is present even in recent day Universe. Whether and how this two views about isotropy and homogeneity are related by quantum classical correspondence, is an interesting question to ponder in more detail.} \]

3.3 Three-space is flat

The flatness of three-space is an empirical fact and can be deduced from the spectrum of microwave radiation. Flatness does not however imply inflation, which is much stronger assumption involving the questionable scalar fields and the weird shaped potential requiring a fine tuning. The already mentioned critical cosmology is fixed about the value value of only single parameter characterizing its duration and would mean extremely powerful predictions since just the imbeddability would fix the space-time dynamics almost completely.

Exponentially expanding cosmologies with critical mass density do not allow imbedding to \( M^4 \times CP_2 \). Cosmologies with critical or over-critical mass density and flat 3-space allow imbedding but the imbedding fails above some value of cosmic time. These imbeddings are very natural since the radial coordinate \( r \) corresponds to the coordinate \( r \) for the Lorentz invariant \( a=\text{constant} \) hyperboloid so that cosmological principle is satisfied.

Can one imbed exponentially expanding sub-critical cosmology? This cosmology has the line element

\[
ds^2 = dt^2 - \text{ds}^2, \quad \text{ds}^2 = \sinh^2(t) d\Omega^2_3,
\]

where \( \text{ds}^2 \) is the metric of the \( a=\text{constant} \) hyperboloid of \( M^4_+ \) (future light-cone).

1. The simplest imbedding is as vacuum extremal to \( M^4 \times S^2 \), \( S^2 \) the homologically trivial geodesic sphere of \( CP_2 \). The imbedding using standard coordinates \( (a, r, \theta, \phi) \) of \( M^4_+ \) and spherical coordinates \( (\Theta, \Phi) \) for \( S^2 \) is to a geodesic circle (the simplest possibility)
3.4 Replacement of inflationary cosmology with critical cosmology

\[ \Phi = f(a), \quad \Theta = \pi/2. \]

2. \( \Phi = f(a) \) is fixed from the condition

\[ a = \sinh(t), \]

giving

\[ \frac{d}{da} (dt/da) = \frac{1}{\cosh^2(t)}. \]

and from the condition for the \( g_{aa} \) as a component of induced metric tensor

\[ g_{aa} = 1 - R^2 \left( \frac{df}{da} \right)^2 = \frac{1}{\cosh^2(t)}. \]

3. This gives

\[ \frac{df}{da} = \pm \frac{1}{R} \times \tanh(t), \]

giving \( f(a) = (cosh(t) - 1)/R \). Inflationary cosmology allows imbedding but this imbedding

cannot have a flat 3-space and therefore cannot make sense in TGD framework.

3.4 Replacement of inflationary cosmology with critical cosmology

In TGD framework inflationary cosmology is replaced with critical cosmology. The vacuum extremal

representing critical cosmology is obtained has 2-D \( CP_2 \) projection- in the simplest situation geodesic

globe. The dependence of \( \Phi \) on \( r \) and \( \Theta \) on \( a \) is fixed from the condition that one obtains flat 3-

metric

\[ \frac{a^2}{1 + r^2} - R^2 \sin^2(\Theta) \left( \frac{d\Phi}{dr} \right)^2 = a^2. \]

This gives

\[ \sin(\Theta) = \pm ka, \quad \frac{d\Phi}{dr} = \pm \frac{1}{kR} \frac{r}{\sqrt{1 + r^2}}. \]

The imbedding fails for \( |ka| > 1 \) and is unique apart from the parameter \( k \) characterizing the
duration of the critical cosmology. The radius of the horizon is given by

\[ R = \int \frac{1}{a} \sqrt{1 - \frac{R^2k^2}{1 - k^2a^2}}. \]

and diverges. This tells that there are no horizons and therefore cosmological principle is realized.

Infinite horizon radius could be seen as space-time correlate for quantum criticality implying long

range correlations and allowing to realize cosmological principle. Therefore thermal realization of

cosmological principle would be replaced with quantum realization in TGD framework predicting long

range quantal correlations in all length scales. Obviously this realization is a well-defined sense the

diametrical opposite of the thermal realization. The dark matter hierarchy is expected to correspond
to the microscopic realization of the cosmological principle generating the long range correlations.

Critical cosmology could describe the phase transition increasing Planck constant associated with

a magnetic flux tube leading to its thickening. Magnetic flux would be conserved and the magnetic
energy for the thickened portion would be reduced via its partial transformation to radiation giving
rise to ordinary and dark matter.
3.5 Fractal hierarchy of cosmologies within cosmologies

Many-sheeted space-time leads to a fractal hierarchy of cosmologies within cosmologies. In zero energy ontology the realization is in terms of causal diamonds within causal diamonds with causal diamond identified as intersection of future and past directed light-cones. One can say that everything can be created from vacuum. The temporal distance between the tips of CD is given as an integer multiple of $CP_2$ time in the most general case and boosts of CDs are allowed. The are also other moduli associated with CD and discretization of the moduli parameters is strong suggestive.

Critical cosmology corresponds to negative value of "pressure" so that it also gives rise to accelerating expansion. This suggests strongly that both the inflationary period and the accelerating expansion period which is much later than inflationary period correspond to critical cosmologies differing from each other by scaling. Continuous cosmic expansion is replaced with a sequence of discrete expansion phases in which the Planck constant assignable to a magnetic flux quantum increases and implies its expansion. This liberates magnetic energy as radiation so that a continual creation of matter takes place in various scales.

This fractal hierarchy is the TGD counterpart for the eternal inflation. This fractal hierarchy implies also that the TGD counterpart of inflationary period is just a scaled up invariant of critical cosmologies within critical cosmologies. Of course, also radiation and matter dominated phases as well as asymptotic string dominated cosmology are expected to be present and correspond to cosmic evolutions within given CD.

The multiverse of inflationary scenarios is replaced with the many-sheeted space-time (recall that various p-adic physics as correlates for cognition and the hierarchy of Planck constants mean quite a generalization so that a lot o new physics emerges) and one can say that the laws of physics are essentially same everywhere in the sense that the fundamental symmetries are the symmetries of the standard model everywhere.

3.6 Vacuum energy density as magnetic energy of magnetic flux tubes and accelerating expansion

TGD allows a more microscopic view about cosmology based on the vision that primordial period is dominated by cosmic strings which during cosmic evolution develop 4-D $M^4$ projection meaning that the thickness of the $M^4$ projection defining the thickness of the magnetic flux tube gradually increases [6]. The magnetic tension corresponds to negative pressure and can be seen as a microscopic cause of the accelerated expansion. Magnetic energy is in turn the counterpart for the vacuum energy assigned with the inflaton field. The gravitational Planck constant assignable to the flux tubes mediating gravitational interaction nowadays is gigantic and they are thus in macroscopic quantum phase. This explains the cosmological principle at quantum level.

The phase transitions inducing the boiling of the magnetic energy to ordinary matter are possible. What happens that the flux tube suffers a phase transition increasing its radius. This however reduces the magnetic energy so that part of magnetic energy must transform to ordinary matter. This would give rise to the formation of stars and galaxies. This process is the TGD counterpart for the re-heating transforming the potential energy of inflaton to radiation. The local expansion of the magnetic flux could be described in good approximation by critical cosmology since quantum criticality is in question. One can of course ask whether inflationary cosmology could describe the transition period and critical cosmology could correspond only to the outcome. This does not look very attractive idea since the $CP_2$ projections of these cosmologies have dimension $D=1$ and $D=2$ respectively.

In TGD framework the fluctuations of the cosmic microwave background correspond to mass density gradients assignable to the magnetic flux tubes. An interesting question is whether the flux tubes could reveal themselves as a fractal network of linear structures in CMB. The prediction is that galaxies are like pearls in a necklace: smaller cosmic strings around long cosmic strings. The model discussed for the formation of stars and galaxies discussed in the previous section gives a more detailed view about this.

3.7 What is the counterpart of cosmological constant in TGD framework?

In TGD framework cosmological constant emerge when one asks what might be the GRT limit of TGD [7]. [1]. Space-time surface decomposes into regions with both Minkowskian and Euclidian
signature of the induced metric and Euclidian regions have interpretation as counterparts of generalized Feynman graphs. Also GRT limit must allow space-time regions with Euclidian signature of metric - in particular \( CP_2 \) itself - and this requires positive cosmological constant in this regions. The action principle is naturally Maxwell-Einstein action with cosmological constant which is vanishing in Minkowskian regions and very large in Euclidian regions of space-time. Both Reissner-Nordström metric and \( CP_2 \) are solutions of field equations with deformations of \( CP_2 \) representing the GRT counterparts of Feynman graphs. The average value of the cosmological constant is very small and of correct order of magnitude since only Euclidian regions contribute to the spatial average. This picture is consistent with the microscopic picture based on the identification of the density of magnetic energy as vacuum energy since Euclidian particle like regions are created as magnetic energy transforms to radiation.

3.8 Dark energy and cosmic consciousness

The hierarchy of Planck constants makes possible macroscopic quantum coherence in arbitrarily long scales. Macroscopic quantum coherence is essential for life and the notion of magnetic body is central in TGD inspired biology. For instance, the braiding of flux tubes making possible topological quantum computation like processes [2]. The findings of Peter Gariaev [2, 3, 5] provide support for the notion of magnetic body containing dark matter [1]. The notion of magnetic body also inspires science fictive ideas like remote replication of DNA [8] for which there is also some support and which could be essential for understanding water memory.

The gravitational Planck constant \( \hbar_{\text{gr}} = G M_1 M_2 / v_0 \) (\( v_0 \) is dimensionless parameter in units for which \( c = 1 \) but has interpretation as velocity) assumed in the model of planetary system based on Bohr orbitology [4, 5] is assigned to the magnetic flux quanta mediating gravitational interaction between objects with masses \( M_1 \) and \( M_2 \) (\( M_1 = M_2 \) for self gravitation). For these values of Planck constant the quantum scales are gigantic. Even for gravitational magnetic flux tubes connecting electron with Sun, the Compton length would be of the order of the radius of Sun. If there are ordinary particles at these flux tubes, their Compton length is enormous and their density is essentially constant.

The fractality of TGD Universe and of the magnetic flux tube hierarchy forces to ask whether intelligent consciousness could be possible in cosmic scales and be based on the Indra’s net of the magnetic flux tubes. This cosmic nervous system would carry dark energy as magnetic energy with magnetic tension responsible for the negative ”pressure” causing accelerated expansion. This Indra’s web would act as super-intelligence taking the role of God by creating stars and galaxies by transforming magnetic energy to radiation and matter in phase transitions increasing the Planck constant and driving the evolution of this cosmic intelligence. In inflationary scenario inflaton field would have similar role. In zero energy ontology there is no deep reason preventing for the creation of entire sub-cosmologies from vacuum.
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Abstract

During last week I have been listening some very inspiring Harvard lectures relating to QCD, jets, gauge-gravity correspondence, and quark gluon plasma. Matthew Schwartz gave a talk titled The Emergence of Jets at the Large Hadron Collider. Dam Thanh Son's talk had the title Viscosity, Quark Gluon Plasma, and String Theory. Factorization theorems of jet QCD discussed in very clear manner by Ian Stewart in this talk titled Mastering Jets: New Windows into Strong Interaction and Beyond.

These lecture inspired several blog postings and also the idea about a systematical comparison of QCD and TGD. This kind of comparisons are always very useful - at least to me - since they make it easier to see why the cherished beliefs- now the belief that QCD is the theory of strong interactions - might be wrong.

1 Introduction

During last week I have been listening some very inspiring Harvard lectures relating to QCD, jets, gauge-gravity correspondence, and quark gluon plasma. Matthew Schwartz gave a talk titled The Emergence of Jets at the Large Hadron Collider. Dam Thanh Son's talk had the title Viscosity,
1. Introduction

Quark Gluon Plasma, and String Theory. Factorization theorems of jet QCD discussed in very clear manner by Ian Stewart in this talk titled Mastering Jets: New Windows into Strong Interaction and Beyond.

These lecture several blog postings and also inspired the idea about a systematical comparison of QCD and TGD. This kind of comparisons are always very useful - at lest to myself - since they make it easier to see why the cherished beliefs - now the belief that QCD is the theory of strong interactions - might be wrong.

There are several crucial differences between QCD and TGD.

1. The notion of color is different in these two theories. One prediction is the possibility of leptohadron physics involving colored excitations of leptons.

2. In QCD AdS/CFT duality is hoped to allow the description of strong interactions in long scales where perturbative QCD fails. The TGD version of gauge-gravity duality is realized at space-time level and is much stronger: string-parton duality is manifest at the level of generalized Feynman diagrams.

3. TGD form of gauge-gravity duality suggests a stronger duality: p-adic-real duality. This duality allows to sum the perturbation theories in strong coupling regime by summing the p-adic perturbation series and mapping it to real one by canonical correspondence between p-adics and reals. This duality suggests that factorization ”theorems” have a rigorous basis due to the fact that quantum superposition of amplitudes would be possible inside regions characterized by given p-adic prime. p-Adic length scale hypothesis suggests that p-adically scaled up variants of quarks are important for the understanding of the masses of low lying hadrons. Also scaled up versions of hadron physics are important and both Tevatron and LHC have found several indications for $M_{89}$ hadron physics.

4. Magnetic flux tubes are the key entities in TGD Universe. In hadron physics color magnetic flux tubes carrying Kähler magnetic monopole fluxes would be responsible for the non-perturbative aspects of QCD. Reconnection process for the flux tubes (or for the corresponding strings) would be responsible for the formation of jets and their hadronization. Jets could be seen as structures connected by magnetic flux tubes to form a connected structure and therefore as hadron like objects. Ideal QCD plasma would be single hadron like objects. In QCD framework quark-gluon plasma would be more naturally gas of partons.

5. Super-symmetry in TGD framework differs from the standard SUSY and the difficult-to-understand X and Y bosons believed to consist of charmed quark pair force to consider the possibility that they are actually smesons rather than mesons. This leads to a vision in which squarks have the same p-adic length scale as quarks but that the strong mixing between smesons and mesons makes second mass squared eigenstate tachyonic and thus unphysical. This together with the fact that hadronization is a fast process as compared to electroweak decays of squarks weak bosons and missing energy would explain the failure to observer SUSY at LHC. An alternative option is that covariantly constant right handed neutrino generates gauge supersymmetry and as an operator creates zero norm state. The generator of SUSY would be color octet partial wave of right-handed neutrino. Color confinement would make impossible the decays producing the standard missing energy signatures of SUSY. This would allow to interpret leptohadrons as pion-like states formed from color octet sleptons.

6. p-Adic length scale hypothesis leads to the prediction that hadron physics should possess scaled variants. A good guess is that these scaled variants correspond to ordinary Mersenne primes $M_n = 2^n - 1$ or Gaussian (complex) Mersenne primes. $M_{89} = 2^{89} - 1$ hadron physics would be one such scaled variant of hadron physics. The mass scale of hadrons would be roughly 512 higher than for ordinary hadrons, which correspond to $M_{107}$. In zero energy ontology Higgs is not necessarily needed to give mass for gauge bosons and if Higgs like states are there, all of them are eaten by states which become massive. Therefore Higgs would be only trouble makers in TGD Universe.

The neutral mesons of $M_{89}$ hadron physics would however give rise to Higgs like signals since their decay amplitudes are very similar to those of Higgs even at quantitative level if one accepts the generalization of partially preserved axial current hypothesis.
The recent reports by ATLAS and CMS about Higgs search support the existence of Higgs like signal around about 125 GeV. In TGD framework the interpretation would be as pion like state. There is however also evidence for Higgs like signals at higher masses and standard Higgs is not able to explain this signals. Furthermore, Higgs with about 125 GeV mass is just at the border of vacuum stability, and new particles would be needed to stabilize the vacuum. The solution provided by TGD is that entire scaled up variant of hadron physics replaces Higgs. Within a year it should become clear whether the observed signal is Higgs or pionlike state of $M_{89}$ hadron physics or something else.

2 Basic differences between QCD and TGD

The basic difference between QCD and TGD follow from different views about color, zero energy ontology, and from the notion of generalized Feynman diagram.

2.1 How the TGD based notion of color differs from QCD color?

TGD view about color is different from that of QCD. In QCD color is spin like quantum number. In TGD Universe it is like angular momentum and one can speak about color partial waves in $CP_2$. Quarks and leptons must have non-trivial coupling to $CP_2$ Kähler gauge potential in order to obtain a respectacle spinor structure. This coupling is odd multiplet of Kähler gauge potential and for $n = 1$ for quarks and $n = 3$ for leptons one obtains a geometrization of electro-weak quantum numbers in terms of induced spinor structure and geometrization of classical and color gauge potentials. This has several far reaching implications.

1. Lepton and baryon numbers are separately conserved. This is not possible in GUTs. Despite the intense search no decays of proton predicted by GUTs have been observed: a strong support for TGD approach.

2. Infinite number of color partial waves can assigned to leptons and quarks and they obey the triality rule: $t = 0$ or leptons and $t = +1/−1$ for quarks/antiquarks. The color partial waves however depend on charge and $CP_2$ handedness and therefore on $M^4$ chirality. The correlation is not correct. Also the masses are gigantic of order $CP_2$ mass as eigenvalues of $CP_2$ Laplace operator. Only right handed covariantly constant lepton would have correct color quantum numbers.

The problem can be cured if one accepts super-conformal invariance. Conformal generators carrying color contribute to the color quantum numbers of the particle state. $p$-Adic mass calculations show that if ground states have simple negative conformal weight making it tachyon, it is possible to have massless states with correct correlation between electroweak quantum numbers and color [6].

3. Both leptons and quarks have color excited states. In leptonic sector color octet leptons are possible and there is evidence already from seventies that states having interpretation as leptonpion are created in heavy ion collisions [13]. During last years evidence for muo-pions and tau-pions has emerged and quite recently CDF provided additional evidence for tau-pions.

Light colored excitations of leptons and quarks are in conflict what is known about the decay width of intermediate gauge bosons and the way out is to assume that these states are dark matter in the sense that they have effective value of Planck constant coming as integer multiple of the ordinary Planck constant [4]. Only particles with the same value of Planck constant can appear in the same vertex of generalized Feynman diagram so that these particles are dark in the weakest possible sense of the world. The Planck constant can however change when particle tunnels between different sectors of the generalized imbedding spaces consisting of coverings of the imbedding space $M^4 \times CP_2$.

The attribute "effective" applies in the simplest interpretation for the dark matter hierarchy based on many-valuedness of the normal derivatives of the imbedding space coordinates as functions of the canonical momentum densities of Kähler action. Many-valuedness is implied by the gigantic vacuum degeneracy of Kähler action: any 4-surface with $CP_2$ projection which
is Lagrangian manifold of $CP_2$ is vacuum extremal and preferred extremals are deformations of these. The branches co-incide at 3-D space-like ends of the space-time surface at boundaries of $CD$ and at 3-D light-like orbits of wormhole throats at which the signature of the induced metric changes. The value of the effective Planck constant corresponds to the number of sheets of this covering of imbedding space and there are arguments suggesting that this integer is product of two integers assignable to the multiplicities of the branches of space-like 3-surfaces and light-like orbits. At partonic 2-surfaces the degeneracy is maximal since all $n = n_1 \times n_2$ sheets co-incide. This structure brings very strongly in mind the stack of branes infinitesimally near to each other appearing in AdS/CFT duality. TGD analogs of 3-branes of the stacks would be distinct in the interior of the space-time surface.

4. TGD predicts the presence of long ranged classical color gauge potentials identified as projections of $CP_2$ Killing forms to the space-time surface. Classical color gauge fields are proportional to induced Kähler form and Hamiltonians of color isometries: $G_A = H_A J$. All components of the classical gluon field have the same direction. Also long ranged classical electroweak gauge fields are predicted and one of the implications is an explanation for the large parity breaking in living matter (chiral selection of molecules).

Long ranged classical color fields mean a very profound distinction between QCD color and TGD color and in TGD inspired hadron physics color magnetic flux tubes carrying classical color gauge fields are responsible for the strong interactions in long length scales. These color magnetic fields carrying Kähler magnetic monopole fluxes are absolutely essential in TGD based view about quark distribution functions and hadronic fragmentation functions of quarks and represent the long range hadron physics about which QCD cannot say much using analytic formulas: numerical lattice calculations provide the only manner to tackle the problem.

5. Twistorial approach to $\mathcal{N} = 4$ super-symmetric gauge theory could be seen as a diametrical opposite of jet QCD. It has been very successful but it is perturbative approach and I find it difficult to see how it could produce something having the explanatory power of color magnetic flux tubes.

2.2 Generalized Feynman diagrams and string-parton duality as gauge-gravity duality

Generalized Feynman diagrams reduce to generalized braid diagrams [14]. Braid strands have unique identification as so called Legendrean braids identifiable as boundaries of string world sheets which are minimal surfaces for which area form is proportional to Kähler flux. One can speak about sub-manifold braids.

There are no $n > 2$-vertices at the fundamental braid strand level. Together with the fact that in zero energy ontology (ZEO) all virtual states consist of on mass shell massless states assignable to braid strands, this means that UV and IR infinities are absent. All physical states are massive bound states of massless on mass shell states. Even photon, gluon, and graviton have small masses. No Higgs is needed since for the generalized Feynman diagrams the condition eliminating unphysical polarizations eliminates only the polarization parallel to the projection of the total momentum of the particle to the preferred plane $M^2$ defining the counterpart of the plane in which one usually projects Feynman diagrams.

The crossings for the lines of non-planar Feynman diagrams represent generalization of the crossings of the braid diagrams and integrable $M^2$ QFT is suggested to describe the braiding algebraically. This would mean that non-planar diagrams are obtained from planar ones by braiding operations and generalized Feynman diagrams might be constructed like knot invariants by gradually trivializing the braid diagram. This would allow to reduce the construction of also non-planar Feynman amplitudes to twistorial rules.

One can interpret gluons emission by quark as an emission of meson like state by hadron. This duality is exact and does not require $N_c \to \infty$ limit allowing to neglect non-planar diagrams as AdS/CFT correspondence requires. The interpretation is in terms of duality: one might call this duality parton-hadron duality, gauge-gravity duality, or particle-string duality.
2.3 $Q^2$ dependent quark distribution functions and fragmentation functions in zero energy ontology

Factorization of the strong interaction physics in short and long time scales is one of the basic assumptions of jet QCD and originally motivated by parton model which preceded QCD \cite{2,3}. The physical motivation for the factorization in higher energy collision is easy to deduce at the level of parton model. By Lorentz contraction of colliding hadrons look very thin and by time dilation the collision time is very long in cm system. Therefore the second projectile moves in very short time through the hadron and sees the hadron in frozen configuration so that the state of the hadron can be thought of as being fixed during collision and partons interact independently. This looks very clear intuitively but it is not at all clear whether QCD predicts this picture.

2.3.1 Probabilistic description of quarks in ZEO

Probabilistic description requires further assumptions. Scattering matrix element is in good approximation sum over matrix elements describing scattering of partons of hadron from -say- the partons of another hadron or from electron. Scattering amplitudes in the sum reduce to contractions of current matrix elements with gluon or gauge boson propagator. Scattering probability is the square of this quantity and contains besides diagonal terms for currents also cross terms. Probabilistic description demands that the sum of cross terms can be neglected. Why the phases of the terms in this sum should vary randomly? Does QCD really imply this kind of factorization?

Could the probabilistic interpretation require and even have a deeper justification?

1. p-Adic real correspondence to be discussed in more detail below suggest how to proceed. Quarks with different p-adic mass scales can correspond to different p-adic number fields with real amplitudes or probabilities obtained from their p-adic counterparts by canonical identificaton. Interference makes sense only for amplitudes in the same number field. Does this imply that cross terms involving different p-adic primes cannot appear in the scattering amplitudes?

2. Should one assume only a density matrix description for the many quark states formed from particles with different values of p-adic prime $p$? If so the probabilistic description would be un-avoidable. This does not look an attractive idea as such. Zero energy ontology however replaces density matrix with $M$-matrix defined as the hermitian square root of the density matrix multiplied by a universal unitary $S$-matrix. The modulus squared of $M$-matrix element gives scattering probability.

One can one imagine that $M$-matrix at least approximately decomposes to a tensor product of $M$-matrices in different length scales: these matrices could correspond to different number fields before the map to real numbers and probabilities could be formed as “numbers” in the tensor product of p-adic number fields before the mapping to real numbers by canonical identification. In finite measurement resolution one sums over probabilities in short length scales so that the square of $M$-matrix in short scale gives density matrix. Could this lead to a probabilistic description at quark level? Distribution functions and fragmentation functions could indeed correspond to these probabilities since they emerge in QCD picture from matrix elements between initial and final states of quark in scattering process. Now these states correspond to the positive and negative energy parts of zero energy state.

2.3.2 $Q^2$ dependence of distribution and fragmentation functions in ZEO

The probabilistic description of the jet QCD differs from that of parton model in that the parton distributions and fragmentation functions depend on the value of $Q^2$, where $Q$ is defined as the possibly virtual momentum of the initial state of the parton level system. $Q$ could correspond to the momentum of virtual photon annihilation to quark pair in the annihilation of $e^+e^-$ pair to hadrons, to the virtual photon decaying to $\mu^+\mu^-$ pairs and emitted by quark after quark-quark scattering in Drell-Yan process, or to the momentum of gluon or quark giving rise to a jet, ... What is highly non-trivial is that distribution and fragmentation functions are universal in the sense that they do not depend on the scattering process. Furthermore, the dependence on $Q^2$ can be determined from renormalization group equations \cite{2,3}. What does $Q^2$'s dependence mean in TGD framework?
1. In partonic model this dependence looks strange. If one thinks the scattering at quantum level, this dependence is very natural since it corresponds to the dependence of the matrix elements of current operators on the momentum difference between quark spinors in the matrix element. In QCD framework $Q^2$ dependence is not mysterious. It is the emergence of probabilistic description which is questionable in QFT framework.

2. One could perhaps say that $Q^2$ represents resolution and that hadron looks different in different resolutions. One could also say that there is no hadron "an sich": what hadron looks like depends on the process used to study it.

3. In zero energy ontology the very notion of state changes. Zero energy state corresponds to physical event or quantum superposition of them with $M$-matrix defining the time like entanglement coefficient and equal to a hermitian square root of density matrix and $S$-matrix. In this framework different values of $Q$ correspond to different momentum differences for spinor pairs appearing in the matrix element of the currents and $Q^2$ dependence of the probabilistic description is very natural. The universality of distribution and fragmentation functions follows in zero energy ontology if one assumes the factorization of the dynamics in different length scales. This should follow from the universality of the $S$-matrix in given number field (in given p-adic length scale).

3. p-Adic physics and strong interactions

p-Adic physics provides new insights to hadron physics not provided by QCD.

3.1 p-Adic real correspondence as a new symmetry

The exactness of the gauge-gravity duality suggests the presence of an additional symmetry. Perhaps the non-converging perturbative expansion at long scales could make sense after all in some sense. p-Adic-real duality suggests how.

1. The perturbative expansion is interpreted in terms of p-adic numbers and the effective coupling constant $g^2 M N_c$ is interpreted as p-adic number which for some preferred primes is proportional to the p-adic prime $p$ and therefore p-adically small. Hence the expansion converges rapidly p-adically. The p-adic amplitudes would be obtained by interpreting momenta as p-adic valued momenta. If the momenta are rationals not divisible by any non-trivial power of $p$ the canonical identification maps the momenta to themselves. If momenta are small rationals this certainly makes sense but does so also more generally.

2. The converging p-adic valued perturbation series is mapped to real numbers using the generalization of the canonical identification appearing in quantum arithmetics [15]. The basic rule is simple: replace powers of $p$ with their inverses everywhere. The coefficients of powers of $p$ are however allowed to be rationals for which neither numerator or denominator is divisible by $p$. This modification affects the predictions of p-adic mass calculations only in a negligible manner.

3. p-Adic-real duality has an interpretation in terms of cognition having p-adic physics as a correlate: it maps the physical system in long length scale to short length scales or vice versa and the image of the system assigning to physical object thought about it or vice versa provides a faithful representation. Same interpretation could explain also the successful p-adic mass calculations. It must be emphasized that real partonic 2-surfaces would obey effective p-adic topology and this would be due to the large number of common points shared by real and p-adic partonic 2-surfaces. Common points would be rational points in the simplest picture: in quantum arithmetics they would be replaced by quantum rationals.

p-Adic-real correspondence generalizes the canonical identification used to map the p-adic valued mass squared predicted by p-adic thermodynamics as the analog of thermal energy to a real number. An important implication is that p-adic mass squared value is additive [9].
1. For instance, for mesons consisting of pairs of quark and its antiquark the values of p-adic mass squared for quark and antiquark are additive and this sum is mapped to a real number: this kind of additivity was observed already at early days of hadron physics but there was no sensible interpretation for it. In TGD framework additivity of the scaling generator of Virasoro algebra is in question completely analogous to the additivity of energy.

2. For mesons consisting of quarks labelled by different value of p-adic prime \( p \), one cannot sum mass squared values since they belong to different number fields. One must map both of them first to real numbers and after this sum real mass values (rather than mass squared values).

This picture generalizes. Only p-adic valued amplitudes belonging to same p-adic number field and therefore corresponding to the same p-adic length scales can be summed. There is no interference between amplitudes corresponding to different p-adic scales.

1. This could allow to understand at deeper level the somewhat mysterious and ad hoc assumption of jet QCD that the strong interactions in long scales and short scales factorize at the level of probabilities. Typically the reaction rate is expressible using products of probabilities. The probability for pulling out quarks from colliding protons (non-perturbative QCD), the probability describing parton level particle reaction (perturbative QCD), and the probability that the scattering quarks fragment to the final state hadrons (non-perturbative QCD). Ordinary QCD would suggest the analog of this formula but with probability amplitudes replacing probabilities and in order to obtain a probabilistic description one must assume that various interference terms sum up to zero (decoherence). p-Adic-real duality would predict the relative decoherence of different scales as an exact result. p-adic length scale hypothesis would also allow to define the notion of scale precisely. From the stance provided by TGD it seems quite possible that the standard belief that jet QCD follows from QCD is simply wrong. The repeated emphasis of this belief is of course part of the liturgy: it would be suicidal for a specialist of jet QCD to publicly conjecture that jet QCD is more than QCD.

2. The number theoretical decoherence would be very general and could explain the somewhat mysterious decoherence phenomenon. Decoherence could have as a number theoretical correlate the decomposition of space-time surfaces to regions characterized by different values of p-adic primes. In given region the amplitudes would be constructed as p-adic valued amplitudes and then mapped to real amplitudes by canonical identification. A space-time region characterized by given \( p \) would be the number theoretical counterpart of the coherence region. The regions with different value of \( p \) would behave classically with respect to each other and region with given \( p \) could understand what happens in regions with different values of \( p \) using classical probability. This would also the resolve paradoxes like whether the Moon is there when no-one is looking. It could also mean that the anticommutative statistics for fermions holds true only for fermionic oscillator operators associated with a space-time region with given value of p-adic prime \( p \). Somewhat ironically, p-adic physics would bring quantum reality much nearer to the classical reality.

3.2 Logarithmic corrections to cross sections and jets

Even in the perturbative regime exclusive cross sections for parton-parton scattering contain logarithmic corrections of form \( \log(Q^2/\mu^2) \) [2], where \( Q \) is cm energy and \( \mu \) is mass scale which could be assigned to quark or - perhaps more naturally - to jet. These corrections spoil the convergence of the perturbative expansion at \( Q^2 \to \infty \) limit. One can also say that the cross sections are singular at the limit of vanishing quark mass: this is the basic problem of the twistor approach.

For "infra-red safe" cross sections the logarithmic singularities can be eliminated by summing over all initial and final states not distinguishable from each other in the energy and angle resolutions available. It is indeed impossible to distinguish between quark and quark and almost collinear soft gluon and one must therefore sum over all final states containing soft gluons. A simple example about IR safe cross section is the cross section for \( e^+e^- \) annihilation to hadrons in finite measurement resolution, from which logarithms \( \log(Q/\mu) \) disappear.

In hadronic reactions jets are studied instead of hadrons. IR safety is one criterion for what it is to be a jet. Jet can be imagined to result as a cascade. Parton annihilates to a pair of partons,
resulting partons annihilate into softer partons, and so on... The outcome is a cascade of increasingly softer partons. The experimental definition of jet is constrained by a finite measurement resolution for energy and angle, and jet is parameterized by the cm energy \( Q \), by the energy resolution \( \epsilon \), and by the jet opening angle \( \delta \): apart from a fraction \( \epsilon \) all cm energy \( Q \) of the jet is contained within a cone with opening angle \( \delta \). According to the estimate [2] the mass scale of the jet resulting at the \( k \):th step of the cascade is roughly \( \delta^k Q \).

What could be the counterpart for this description of jets in TGD framework?

1. Jet should be a structure with a vanishing total K"ahler magnetic charge bound by flux tubes to a connected hadron like structure. By hadron-parton duality gluon emission from quark has interpretation as a meson emission from hadron: jets could be also interpreted as collections of hadrons at different space-time sheets. Reconnection process could play a key role in the decay of jet to hadrons. p-Adic length scale hypothesis suggests the interpretation of jets as hadron like objects which are off mass shell in the sense that the p-adic prime \( p \approx 2^k \) characterizing the jet space-time sheets is smaller than \( M_{107} \) characterizing the final state hadrons. One could say that jets represent p-adically hot hadron-like objects which cool and decay to hadrons. If so, the transition from \( M_{107} \) hadron physics to \( M_{89} \) hadron physics could be rather smooth. The only new thing would be the abnormally long lifetime of \( M_{89} \) hadrons formed as intermediate states in the process.

2. p-Adic length scale hypothesis suggests that the p-adic length scale assignable to the parton (hadron like object) at the \( k+1 \):th step is by power of \( \sqrt{2} \) longer than that associated with \( k \):th step: \( p \to p_{\text{next}} \approx 2 \times p \) is the simplest possibility. The naive formula \( Q(k+1) \approx \delta \times Q(k) \) would probably require a generalization to \( Q(k+1) \approx 2^{-r/2} \times Q(k) \), \( r \) integer with \( \delta = 2^{-nr/2} \times 2\pi \), \( n \) an integer. \( r = 1 \) would be the simplest option. The cascade at the level of jet space-time sheets would stop when the p-adic length scale corresponds to \( M_{107} \), which corresponds to .5 GeV mass scale. At the level of quarks one can imagine a similar cascade stopping at p-adic length scales corresponding to the mass scale about 5 MeV for u and d quarks.

3. Zero energy ontology brings in natural IR cutoffs since also gluons have small mass. Final and initial state quarks could emit only a finite number of gluons as brehmstrahlung and soft gluons could not produce IR divergences.

4. The notion of finite measurement resolution in QCD involves the cone opening angle \( \delta \) and energy resolution characterized by \( \epsilon \). In TGD framework the notion of finite measurement resolution is fundamental and among other things implies the description in terms of braids. Could TGD simplify the QCD description for finite measurement resolution? Discretization in the space of momentum directions is what comes in mind first and is strongly suggested also by the number theoretical vision. One would not perform integral over the cone but sum over all events producing quark and a finite number of collinear gluons with an upper bound form them reducible from cm energy and gluon mass. For massive gluons the number of amplitudes to be summed should be finite and the jet cascade would have only finite number of steps.

Could number theoretical constraints allow additional insights? Are the logarithmic singularities present in the p-adic approach at all? Are they consistent with the number theoretical constraints?

1. The p-adic amplitudes might well involve only rational functions and thus be free of logarithmic singularities resulting from the loop integrals which are dramatically simplified in zero energy ontology by on mass shell conditions for massless partonic 2-surfaces at internal lines.

2. For the sheer curiosity one can consider the brehmstrahlung from a quark characterized by p-adic prime \( p \). Do the logarithms \( \log((Q^2/\mu^2)) \), where \( \mu^2 \) is naturally p-adic mass scale, make sense p-adically? This is the case of one has \( Q^2/\mu^2 = (1 + O(p)) \). The logarithm would be of form \( O(p) \) and p-adically very small. Also its real counterpart obtained by canonical identification would be very small for \( O(p) = np, n << p \). For \( Q^2/\mu v^2 = m(1 + O(p)) \), \( m \) integer, one must introduce an extension of p-adic numbers guaranteeing that \( \log(m) \) exists for \( 1 < m < p \). Only single logarithm \( \log(a) \) and its powers are needed since for primitive roots \( a \) of unity one as \( m = a^n \ mod \ p \) for some \( n \). Since the powers of \( \log(a) \) are algebraically independent, the extension is infinite-dimensional and therefore can be questioned.
3. For the original form of the canonical identification one would have $O(p) = np$. In the real sense the value of $Q^2$ would be gigantic for $p = M_{107}$ (say). p-Adically $Q^2$ would be extremely near to $\mu^2$. The modified form of canonical identification replaces pinary expansion $x = \sum x_n p^n$, $0 \leq x_n < p$, of the p-adic integer with the quantum rational $q = \sum q_n p^n$, where $q_n$ are quantum rationals which are algebraic numbers involving only the quantum phase $e^{2\pi i/p}$ and are not divisible by any power of $p$. This would allow physically sensible values for $Q^2/\mu^2 = 1 + qp + ..$ in the real sense for arbitrarily large values of p-adic prime. In the canonical identification they would be mapped to $Q^2/\mu^2 = 1 + q/p + ..$ appearing in the scattering amplitude. For $q/p$ near unity logarithmic corrections could be sizable. If $qp$ is of order unity as one might expect, the corrections are of order $q/p$ and completely negligible. Even at the limit $Q^2 \to \infty$ understood in the real sense the logarithmic corrections would be always negligible if $Q^2$ is p-adic quantum rational. Similar extremely rapid convergence characterizes p-adic thermodynamics and makes the calculations practically exact. Smallness of logarithmic corrections quite generally could thus distinguish between QCD and TGD.

4. In p-adic thermodynamics the p-adic mass squared defined as a thermal average of conformal weight is a ratio of two quantities infinite as real numbers. Even when finite cutoff of conformal weight is introduced one obtains a ratio of two gigantic real numbers. The limit taking cutoff for conformal weight to infinity does not exist in real sense. Does same true for scattering amplitudes? Quantum arithmetics would guarantee that canonical identification respects discretized symmetries natural for a finite measurement resolution.

3.3 p-Adic length scale hypothesis and hadrons

Also p-adic length scale hypothesis distinguishes between QCD and TGD. The basic predictions are scaled variants of quarks and the TGD variant of Gell-Mann Okubo mass formula indeed assumes that in light hadrons quarks can appear in several p-adic mass scales. One can also imagine the possibility that quarks have short lived excitations with non-standard p-adic mass scale. The model for tau-pion needed to explain the 3-year old CDF anomaly for which additional support emerged, assumes that color octet version of tau lepton appears as three different mass scales coming as octaves of the basic mass scale. Similar model has been applied to explain also some other other anomalies. $M_{89}$ hadron physics corresponds to a p-adic mass scale in TeV range: the proton of $M_{89}$ hadron physics would have mass near 500 GeV if naive scaling holds true. The findings from Tevatron and LHC have provided support for the existence of $M_{89}$ mesons and the bumps usually seen as evidence for Higgs would correspond to the mesons of $M_{89}$ hadron physics. It is a matter of time to settle whether $M_{89}$ hadron physics is there or not.

4 Magnetic flux tubes and and strong interactions

Color magnetic flux tubes carrying Kähler magnetic monopole flux define the key element of quantum TGD and allow precise formulation for the non-perturbative aspects of strong interaction physics.

4.1 Magnetic flux tube in TGD

The following examples should make clear that magnetic flux tubes are the central theme of entire TGD present in all scales.

1. Color magnetic flux tubes are the key element of hadron physics according to TGD and will be discussed in more detail below.

2. In TGD Universe atomic nucleus is modelled as nuclear string with nucleons connected by color magnetic flux tubes which have length of order Compton length of u and d quark. One of the basic predictions is that the color flux tubes can be also charged. This predicts a spectrum of exotic nuclei. The energy scale of these states could be small and measured using keV as a natural unit. These exotic states with non-standard value of Planck constant giving to the flux tubes the size of the atom and the scaling up electroweak scale to atomic scale could explain cold fusion for which empirical support is accumulating.
3. Magnetic flux tubes are also an essential element in the model of high-Tc superconductivity. The transition to super-conductivity in macroscopic scale would be a percolation type process in which shorter flux tubes would combine at critical point to form long flux tubes so that the supra currents could flow over macroscopic distances [2]. The basic prediction is that there are two critical temperatures. Below the first one the super-conductivity is possible for "short" flux tubes and at lower critical temperature the "short" flux tubes fuse to form long flux tubes. Two critical temperatures have been indeed observed.

4. Magnetic flux tubes carrying dark matter are the corner stone of TGD inspired quantum biology, where the notion of magnetic body is in a central role. For instance, the vision about DNA as a topological quantum computer is based on the braiding of flux tubes connecting DNA nucleotides and the lipids of nuclear or cellular membrane [3].

5. In the very early TGD inspired cosmology [11] string like objects with 2-D M^4 projection are the basic objects. Cosmic evolution means gradual thickening of their M^4 projection and flux conservation means that the flux weakens. If the lengths of the flux tubes increase correspondingly, magnetic energy is conserved. Local phase transitions increasing Planck constant locally can occur and led to a thickening of the flux tube and liberation of magnetic energy as radiation which later gives rise to radiation and matter. This mechanism replaces the decay of the energy of inflation field to radiation as a mechanism giving rise to stars and galaxies [10]. The magnetic tension is responsible for the negative pressures explaining accelerated expansion and magnetic energy has identification as the dark energy.

4.2 Reconnection of color magnetic flux tubes and non-perturbative aspects of strong interactions

The reconnection of color magnetic flux tubes is the key mechanism of hadronization and a slow process as compared to quark gluon emission.

1. Reconnection vertices have interpretation in terms of stringy vertices AB + CD → AD + BC for which interiors of strings serving as representatives of flux tubes touch. The first guess is that reconnection is responsible for the low energy dynamics of hadronic collisions.

2. Reconnection process takes place for both the hadronic color magnetic flux tubes and those of quarks and gluons. For ordinary hadron physics hadrons are characterized by Mersenne prime M_{107}. For M_{89} hadron physics reconnection process takes place in much shorter scales for hadronic flux tubes.

3. Each quark is characterized by a p-adic length scale: this scale characterizes the length scale of the magnetic bodies of the quark. Therefore reconnection at the level of the magnetic bodies of quarks take places in several time and length scales. For top quark the size scale of magnetic body is very small as is also the reconnection time scale. In the case of u and d quarks with mass in MeV range the size scale of the magnetic body would be of the order of electron Compton length. This scale assigned with quark is longer than the size scale of hadrons characterized by M_{89}. Classically this does not make sense but in quantum theory Uncertainty Principle predicts it from the smallness of the light quark masses as compared to the hadron mass. The large size of the color magnetic body of quark could explain the strange finding about the charge radius of proton [7].

4. Reconnection process in the beginning of proton-proton collision would give rise to the formation of jets identified as big hadron like entities connected to single structure by color magnetic flux tubes. The decay of jets to hadrons would be also reconnection process but in opposite time direction and would generate the hadrons in the final state (negative energy part of the zero energy state). The short scale process would be the process in which partons scatter from each other and produce partons. These processes would have a dual description in terms of hadronic reactions.

5. Factorization theorems are the corner stone of jet QCD. They are not theorems in the mathematical sense of the word and one can quite well ask whether they really follow from QCD
or whether they represent correct physical intuitions transcending the too rigid framework provided by QCD as a gauge theory. Reconnection process would obviously represent the slow non-perturbative aspects of QCD and occur both for the flux tubes associated with quarks and those assignable to hadrons. Several scales would be present in case of quarks corresponding to p-adic length scales assigned to quarks which even in light hadrons would depend on hadron mass. The hadronic p-adic length scale would correspond to Mersenne prime $M_{107}$. One of the basic predictions of TGD is the existence of $M_{89}$ hadron physics and there are several indications that LHC has already observed mesons of this hadron physics. p-Adic-real duality would provide a further mathematical justification for the factorization theorems as a consequence of the fact that interference between amplitudes belonging to different p-adic number fields is not possible.

Reconnection process is not present in QCD although it reduces to string re-connection in the approximation that partonic 2-surfaces are replaced by braids. An interesting signature of 4-D stringyness is the knotting of the color flux tubes possible only because the strings reside in 4-D space-time. This braiding and knotting could give rise to effects not predicted by QCD or at least its description using AdS/CFT strings. The knotting and linking of color flux tubes could give rise to exotic topological effects in nuclear physics if nuclei are nuclear strings.

### 4.3 Quark gluon plasma

A detailed qualitative view about quark-gluon plasma in TGD Universe can be found from [14].

1. The formation of quark gluon plasma would involve a reconnection process for the magnetic bodies of colliding protons or nuclei in short time scale due to the Lorentz contraction of nuclei in the direction of the collision axis. Quark-gluon plasma would correspond to a situation in which the magnetic fluxes are distributed in such a manner that the system cannot be decomposed to hadrons anymore but acts like a single coherent unit. Therefore quark-gluon plasma in TGD sense does not correspond to the thermal quark-gluon plasma in the naive QCD sense in which there are no long range correlations. Ideal quark gluon plasma is like single very large hadron rather than a gas of partons bound to single unit by the conservation of magnetic fluxes connecting the quarks and antiquarks.

2. Long range correlations and quantum coherence suggest that the viscosity to entropy ratio is low as indeed observed [7]. The earlier arguments suggest that the preferred extremals of Kähler action have interpretation as perfect fluid flows [5]. This means at given space-time sheet allows global time coordinate assignable to flow lines of the flow and defined by conserved isometry current defining Beltrami flow. As a matter fact, all conserved currents are predicted to define Beltrami flows. Classically perfect fluid flow implies that viscosity, which is basically due to a mixing causing the loss of Beltrami property, vanishes. Viscosity would be only due to the finite size of space-time sheets and the radiative corrections describable in terms of fractal hierarchy CDs within CDs. In quantum field theory radiative corrections indeed give rise to the absorbptive parts of the scattering amplitudes. In the case of quark gluon plasma viscosity is very large although the viscosity to entropy ratio is near to its minimum $\eta/s = \hbar/4\pi$ predicted by AdS/CFT correspondence. In TGD framework the lower bound is smaller [14].

3. There are good motivations for challenging the belief that QCD predicts strongly interacting quark gluon plasma having very large viscosity begin more like glass than a gas of partons. The reason for the skepticism is that classical color magnetic fields carrying magnetic monopole charges are absent. Also the notion of many-sheeted space-time is essential element of the description. The recent evidence for the failure of AdS/CFT correspondence in the description of jet fragmentation in plasma support the pessimistic views.

### 4.4 Super-symmetry and hadron physics

So called X and Y bosons are mysterious creatures having no obvious place in the quark model. They seem to consist of charmed quarks but they decay systematics suggest that something differentiates between these quarks and charmed quarks in the ordinary charmonium states. The TGD proposal [7] is that the super-partners of quarks have same the p-adic mass scale and even mass as quarks. There
would be however a mixing between mesons and smesons and for light mesons this mixing would be very large making the second eigen state of mass squared matrix tachyonic and kicking it out of spectrum so that light mesons would be strong mixtures of mesons and smesons. For heavier quarks such as c the mixing would not be so large since color couplings strength would be reasonably small and one would obtain both mesons and smesons. The prediction is that also the mesons consisting of bbar pair would have smeson counterparts.

A further obvious objection is that intermediate gauge boson decay widths exclude light fermions. TGD based view about dark matter as ordinary particles with non-standard value of Planck constant and the fact that particles with different values of Planck constant cannot appear in the same vertex, allows to circumvent this objection. The superpartners would correspond to non-standard value of Planck constant.

Same picture about squarks would apply to M89 hadron physics and the failure to detect spartners at LHC would be the use of wrong signatures. Shadronization would be much faster process than the decay of squarks to quarks and electro-weak gauge bosons and missing energy so that these events would not be observed. Shadrons would in turn decay to hadrons by gluino exchanges.

This looks nice but there are objections.

1. The first objection relates to the tachyonicity. Mesons and smesons consisting of squark pair mix and for large $\alpha_s$ the mixing is large and can indeed make second eigenvalue of the mass squared matrix negative. If so, these states disappears from spectrum. At least to me this looks however somewhat unaesthetic.

   Luckily, the transformation of second pion-like state to tachyon and disappearance from spectrum is not the only possibility. After a painful search I found experimental work claiming the existence of states analogous to ordinary pion with masses 60, 80, 100, 140,..., 100 GeV is first downwards half-octave of pion with mass about 140 MeV and also second half octave is there. Could it be that one of these states is spion predicted by TGD SUSY for ordinary hadrons? (But what about other states? They are not spartners: what are they?)

2. The second objection relates to the missing energy. SUSY signatures involving missing energy have not been observed at LHC. This excludes standard SUSY candidates and could do the same in the case of TGD. In TGD framework the missing energy would be eventually right handed neutrinos resulting from the decays of sfermions to fermion and sneutrino in turn decaying to neutrino and right handed neutrino. The above naive argument says that strong interactions are faster than weak decays of squarks to quark and spartner of weak boson whose decay would produce the usual signatures of SUSY so that shadronization would take place instead of production of the SUSY signatures. The problem with this argument is that the weak decays of squarks producing right handed neutrinos as missing energy are still there!

   This objection forces to consider the possibility that covariantly constant right handed neutrino which generates SUSY is replaced with a color octet. Color excitations of leptons of leptohadron hypothesis would be sleptons which are color octets so that SUSY for leptons would have been seen already at seventies in the case of electron. The whole picture would be nicely unified. Sleptons and squark states would contain color octet right handed neutrino the same wormhole throats as their em charge resides. In the case of squarks the tensor product $3 \otimes 8 = 3 + 6 + 15$ would give several colored exotics. Triplet squark would be like ordinary quark with respect to color.

   Covariantly constant right-handed neutrino as such would represent pure gauge symmetry, a super-generator annihilating the physical states. Something very similar can occur in the reduction of ordinary SUSY algebra to sub-algebra familiar in string model context. By color confinement missing energy realized as a color octet right handed neutrino could not be produced and one could overcome the basic objections against SUSY by LHC.

   This is view about TDG SUSY is just one possibility. The situation is not completely settled and one must keep mind open.

4.5 Exotic pion like states: ”infra-red” Regge trajectories or Shnoll effect?

The experimental claim is that pion is accompanied by pion like states with mass 60, 80, 100, 140, 181, 198, 215, 227.5, and 235 MeV means that besides spion also other pion like states should be there.
Similar satellites have been observed for nucleons with ground state mass 934 MeV: the masses of the satellites are 1004, 1044, 1094 MeV. Also the signal cross sections for Higgs to gamma pairs at LHC suggest the existence of several pion and spion like states, and this was the reason why I decided to to again the search for data about this kind of states (I remembered vaguely that Tommaso Dorigo had talked about them but I failed to find the posting). What is their interpretation? One can imagine two explanations which could be also equivalent.

1. The states could be "infrared" Regge trajectories assignable to magnetic flux tubes of order Compton length of $u$ and $d$ quark (very long and with small string tension) could be the explanation. Hadron mass spectrum would have microstructure. This is something very natural in many-sheeted space-time with the predicted $p$-adic fractal hierarchy of physics. This conforms with the proposal that all baryons have the satellite states and that they correspond to stringy excitations of magnetic flux tubes assignable to quarks. Similar fine structure for nuclei is predicted for nuclei in nuclear string model. In fact, the first excited state for $^4He$ has energy equal to 20 MeV not far from the average energy difference 17.5 MeV for the excited states of pion with energies 198, 215, and 227.5 MeV so that this state might correspond to an excitation of a color magnetic flux tube connecting two nucleons.

Needless to say, the existence of the exotic hadrons would kill QCD as a theory of strong interactions and provide a strong support for the notion of color magnetic flux tube central for TGD vision about hadrons.

2. The $p$-adic model for Shnoll effect relies on universal modification of the notion of probability distribution based on the replacement of ordinary arithmetics with quantum arithmetics. Both the rational valued parameters characterizing the distribution and the integer or rational valued valued arguments of the distribution are replaced with quantum rationals. Quantum arithmetics is characterized by quantum phase $q = \exp(i2\pi/p)$ defined by the $p$-adic prime $p$. The primes in the decomposition of integer are replaced with quantum primes except $p$ which remains as such. In canonical identification powers of $p$ are mapped to their inverses. Quite generally, distributions with single peak are replaced with many peaked ones with sub-peak structure having number theoretic origin. A good example is Poisson distribution for which one has $P(n) = \lambda^n/n!$. The quantum Poisson distribution is obtained by replacing $\lambda$ and $n!$ with their quantum counterparts.

There are objections against Shnoll effect based explanation.

(a) If the $p$-adic prime assignable to quark or hadron characterizes quantum arithmetics it is not distinguishable from ordinary arithmetics since the integers involved are certainly much smaller than say $M_{10^7} = 2^{10^7} - 1$. In the case of nuclear physics Shnoll effect involves small primes so that this argument is not water tight. For instance, if $p = 10^7$ defines the quantum arithmetics, the effects would be visible in good enough resolution and one might even expect variations in the bump structure in the time scale of year.

(b) The effect is present also for nucleons but the idea about a state with large width splitting into narrower bumps does not fit nicely with the stability of proton.

For Higgs like signals IR-Regge trajectories/Shnoll effect would be visible as a splitting of wide bumps for spion and pion of $M_{89}$ physics to sub-bumps. This oscillatory bumpy structure is certainly there but is regarded as a statistical artifact. It would be really fascinating to see this quantum deformation of the basic arithmetics at work even in elementary particle physics.

The prediction of the additional pion-like states is one of the predictions of TGD about hadron physics at low energies and one of the first tasks is to look quantitatively possible realizations of Shnoll effect in the case of resonances.

5 Higgs or $M_{89}$ hadron physics?

The newest results about Higgs search using 4.9/fb of data were published yesterday and there are many articles in arXiv. The overall view is that there is evidence for something around 125 GeV.
The evidence comes basically from what might be interpreted as decays of Higgs to $\gamma\gamma$. There are some ZZ and WW events. CMS represented also data for more rare events including also b quark pairs and tau lepton pairs. There are also indications about something at higher masses and the interpretation of them depends on the belief system of the theoretician.

In TGD framework Higgs like states seem to be un-necessary. Zero energy ontology predicts that all states with spin 1 are massive and the third polarization state is allowed by the generalization of the gauge condition excluding the third polarization in the case of massless states \[14\]. If one assumes Higgs like states, the particles which become massive “eat” all of them. Also photon, gluon, and graviton become massive and the small mass allows to get rid of infrared divergences plaguing gauge theories.

The basic question is whether the data could be interpreted as signatures of Higgs or of $M_{89}$ hadron physics. This question is discussed in detail in \[7\]. Here I represent just the main arguments.

1. The basic observation is that the generalization of PCAC hypothesis leads to very similar predictions for the direct couplings of pseudo-scalar mesons as Higgs has and the decay rates are of the same form. The generalization of the hadronic sigma model with vacuum expectation value of sigma field replacing that of Higgs field makes it easy to understand the close resemblance but does not seem to be absolutely necessary unless one wants additional predictions. What is remarkable that the vacuum expectation of sigma field equals apart from sign to W boson mass.

2. If one believes in the indications about structures at higher masses than 125 GeV, one must conclude that standard Higgs hypothesis fails. $M_{89}$ hadron physics might be able to explain these structures but the coupling $X$ defined by $f_\pi = X m_\pi$ would be smaller for these higher pion-like states. One of them would be around 139 GeV.

3. TGD suggests that the spartners of quarks correspond to the same mass scale as quarks. The pion-like states with masses 139 GeV and 125 GeV would correspond to pion and spion (pair of squarks) which could have suffered mixing by exchange of gluino. The original proposal that spartners are generated by covariantly constant right-handed neutrino and antineutrino has the problem that it might produce just the same missing energy signatures of SUSY as ordinary SUSY and thus be excluded experimentally.

   The simplest way out is the assumption that covariantly constant neutrino generates gauge supersymmetry and thus creates zero norm states. It would be color octet state of neutrino that would generate the dynamical supersymmetry and states with a non-vanishing norm. Color confinement would not allow the usual missing energy signature so that everything would be consistent with what we have learned from LHC. Lepto-hadrons \[13\] would consist of pairs of sleptons which would be color octets so that same picture would apply to both leptons and quarks.

4. This is however not quite enough. There is evidence for a bumpy structure of signal cross section. The easy explanation is in terms of statistical fluctuations and time will show whether this explanation works. The bumpy structure suggests the existence of additional states not explainable in terms of the doubling predicted by TGD SUSY.

Rather remarkably, the already mentioned quite recent anomaly suggests that similar phenomenon is encountered also in ordinary hadron physics. According to a three-year old discovery \[1\], there is evidence for narrow pion-like and nucleon like states with a mass splitting which is of order few tens of MeV. p-Adic fractality predicts the same in the case of $M_{89}$ hadron physics and the observed bumpy structure might have interpretation in terms of “infra-red” Regge trajectory with string tension assignable to the color magnetic flux tubes accompanying light quarks. This string tension is dramatically smaller than the hadronic string tension of order 1 GeV and measured using 10 MeV as a unit.

Needless to say, the existence of the exotic hadrons would kill QCD as a theory of strong interactions and provide a strong support for the notion of color magnetic flux tube central for TGD vision about hadrons.

An alternative explanation would be rely on Shnoll effect \[1\] implying the splitting of resonances to separate peaks. It is not clear whether the explanations exclude each other. The question
"Higgs of $M_{59}$ hadron physics or something else?" will be probably answered within a year as the statistics from LHC improves.
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Abstract

This chapter suggests answers to the basic questions of the p-adicization program, which are following.

1. Is there a duality between real and p-adic physics? What is its precise mathematic formulation? In particular, what is the concrete map p-adic physics in long scales (in real sense) to real physics in short scales? Can one find a rigorous mathematical formulation of canonical identification induced by the map \( p \to 1/p \) in pinary expansion of p-adic number such that it is both continuous and respects symmetries.

2. What is the origin of the p-adic length scale hypothesis suggesting that primes near power of two are physically preferred? Why Mersenne primes are especially important?

The answer to these questions proposed in this chapter relies on the following ideas inspired by the model of Shnoll effect. The first piece of the puzzle is the notion of quantum arithmetics formulated in non-rigorous manner already in the model of Shnoll effect.

1. Quantum arithmetics is induced by the map of primes to quantum primes by the standard formula. Quantum integer is obtained by mapping the primes in the prime decomposition of integer to quantum primes. Quantum sum is induced by the ordinary sum by requiring that also sum commutes with the quantization.

2. The construction is especially interesting if the integer defining the quantum phase is prime. One can introduce the notion of quantum rational defined as series in powers of the preferred prime defining quantum phase. The coefficients of the series are quantum rationals for which neither numerator and denominator is divisible by the preferred prime.

3. p-Adic–real duality can be identified as the analog of canonical identification induced by the map \( p \to 1/p \) in the pinary expansion of quantum rational. This maps p-adic and real physics to each other and real long distances to short ones and vice versa. This map is especially interesting as a map defining cognitive representations.

Quantum arithmetics inspires the notion of quantum matrix group as counterpart of quantum group for which matrix elements are ordinary numbers. Quantum classical correspondence and the notion of finite measurement resolution realized at classical level in terms of discretization suggest that these two views about quantum groups are closely related. The preferred prime \( p \) defining the quantum matrix group is identified as p-adic prime and canonical identification \( p \to 1/p \) is group homomorphism so that symmetries are respected.

1. The quantum counterparts of special linear groups \( SL(n, F) \) exists always. For the covering group \( SL(2, C) \) of \( SO(3, 1) \) this is the case so that 4-dimensional Minkowski space is in a very special position. For orthogonal, unitary, and orthogonal groups the quantum counterpart exists only if quantum arithmetics is characterized by a prime rather than general integer and when the number of powers of \( p \) for the generating elements of the quantum matrix group satisfies an upper bound characterizing the matrix group.

2. For the quantum counterparts of \( SO(3) \) \( (SU(2)/ \ SU(3)) \) the orthogonality conditions state that at least some multiples of the prime characterizing quantum arithmetic is sum of three (four/six) squares. For \( SO(3) \) this condition is strongest and satisfied for all integers, which are not of form \( n = 2^m(8k + 7) \). The number \( r_3(n) \) of representations as sum of squares is known and \( r_3(n) \) is invariant under the scalings \( n \to 2^n n \). This means scaling by 2 for the integers appearing in the square sum representation.
3. \( r_3(n) \) is proportional to the so called class number function \( h(-n) \) telling how many non-equivalent decompositions algebraic integers have in the quadratic algebraic extension generated by \( \sqrt{-n} \).

The findings about quantum \( SO(3) \) suggest a possible explanation for p-adic length scale hypothesis and preferred p-adic primes.

1. The basic idea is that the quantum matrix group which is discrete is very large for preferred p-adic primes. If cognitive representations correspond to the representations of quantum matrix group, the representational capacity of cognitive representations is high and this kind of primes are survivors in the algebraic evolution leading to algebraic extensions with increasing dimension.

2. The preferred primes correspond to a large value of \( r_3(n) \). It is enough that some of their multiples do so (the \( 2^{2r} \) multiples of these do so automatically). Indeed, for Mersenne primes and integers one has \( r_3(n) = 0 \), which was in conflict with the original expectations. For integers \( n = 2M_m \) however \( r_3(n) \) is a local maximum at least for the small integers studied numerically.

3. The requirement that the notion of quantum integer applies also to algebraic integers in quadratic extensions of rationals requires that the preferred primes (p-adic primes) satisfy \( p = 8k + 7 \). Quite generally, for the integers \( n = 2^{2r} (8k + 7) \) not representable as sum of three integers the decomposition of ordinary integers to algebraic primes in the quadratic extensions defined by \( \sqrt{-n} \) is unique. Therefore also the corresponding quantum algebraic integers are unique for preferred ordinary prime if it is prime also in the algebraic extension. If this were not the case two different decompositions of one and same integer would be mapped to different quantum integers. Therefore the generalization of quantum arithmetics defined by any preferred ordinary prime, which does not split to a product of algebraic primes, is well-defined for \( p = 2^{2r} (8k + 7) \).

4. This argument was for quadratic extensions but also more complex extensions defined by higher polynomials exist. The allowed extensions should allow unique decomposition of integers to algebraic primes. The prime defining the quantum arithmetics should not decompose to algebraic primes. If the algebraic evolution leadis to algebraic extensions of increasing dimension it gradually selects preferred primes as survivors.
1 Introduction

The construction of quantum counterparts for various mathematical structures of theoretical physics have been a fashion for decades. Quantum counterparts for groups, Lie algebras, coset spaces, etc... have been proposed often on purely formal grounds. In TGD framework quantum group like structure emerges via the hyper-finite factors of type II \(_1\) (HFFs) about which WCW spinors represent a canonical example \[12\]. The inclusions of HFFs provide a very attractive manner to realize mathematically the notion of finite measurement resolution.

In the following a proposal for what might be called quantum integers and quantum matrix groups is discussed. Quantum integers \(n_q\) differ from their standard variants in that the map \(n \to n_q\) respects prime decomposition so that one obtains quantum number theory. Also quantum rationals belonging to algebraic extension of rationals can be defined as well as their algebraic extensions. Quantum arithmetics differs from the usual one in that quantum sum is defined in such a manner that the map \(n \to n_q\) commutes also with sum besides the product: \(m_q + n_q = (m + n)_q\). Quantum matrix groups differ from their standard counterparts in that the matrix elements are not non-commutative. The matrix multiplication involving summation over products is however replaced with quantum summation.

The proposal is that these new mathematical structures allow a more understanding of the relationship between real and p-adic physics for various values of p-adic prime \(p\), to be called \(l\) in the sequel because of its preferred physical nature resembling that of l-adic prime in l-adic cohomology. The correspondence with the ordinary quantum groups \[15\] is also considered and suggested to correspond to a discretization following as a correlate of finite measurement resolution.

One can of course wonder whether and how quantum arithmetics relates to discretization and quantization- the basic themes of the book at hand. The answer is simple: finite measurement resolution has as its space-time correlate quantization and discretization and these reduce to a high extent to quantum arithmetics.

1. Number theoretic constraints form p-adicization give extremely powerful quantization conditions. For instance, in p-adic thermodynamics the notion of Boltzmann weight defined as the analog of the exponential \(\exp(-E/T)\) does not make sense since p-adic exponent function exists only for \(x = -E/T\) a p-adic number smaller than one. Even in this case the exponent has unit norm so that partition function for a system with infinite number of states does not converge...
1.1 What could be the deeper mathematics behind dualities?

Dualities certainly represent one of the great ideas of theoretical physics of the last century. The proliferation, one might say even inflation, of dualities has taken place. AdS/CFT correspondence \([3]\) is the mother of all dualities. Electric-magnetic duality due to Montonen and Olive \([2]\) later emerged as a key principle in QFT. Later a second duality was proposed by TGD framework, suggesting itself. All of them seem to relate to dictotomies as point like objects. The description in terms of partonic 2-surfaces forgetting that they are parts of bigger magnetically neutral structures would correspond to perturbative QFT. The description in terms of string like objects with vanishing magnetic charge is needed in longer length scales. Electroweak symmetry breaking and color confinement would be the natural applications. The essential point is that stringy description corresponds to long length scales (strong coupling) and partonic description to short length scales (weak coupling).

1. If \(M^8 \rightarrow M^4 \times CP_2\) duality is true it is possible to regard space-times as surfaces in either \(M^8\) or \(M^4 \times CP_2\) \([1]\). One manner to interpret the duality would be as the analog of q-p duality in wave mechanics. Surfaces in \(M^8\) would be analogous to momentum space representation of the physical stats: space-time surfaces in \(M^8\) would represent in some sense the points for the tangent space of the "world of classical worlds" (WCW) just like tangent for a curve gives the first approximation for the curve near a given point.

The argument supporting \(M^8 \rightarrow M^4 \times CP_2\) duality involves the basic facts about classical number fields - in particular octonions and their complexification - and one can understand \(M^4 \times CP_2\) in terms of number theory. The analog of the color group in \(M^8\) picture would be the isometry group \(SO(4)\) of \(E^4\) which happens to be the symmetry group of the old fashioned hadron physics. Does this mean that \(M^4 \times CP_2\) corresponds to short length scales and perturbative QCD whereas \(M^8\) would correspond to long length scales and non-perturbative approach?

2. Second duality would relate partonic 2-surfaces and string world sheets playing a key role in the recent view about preferred extremals of Kähler action \([3]\). Partonic 2-surfaces are magnetic monopoles and TGD counterparts of elementary particles, which in QFT approach are regarded as point like objects. The description in terms of partonic 2-surfaces forgetting that they are parts of bigger magnetically neutral structures would correspond to perturbative QFT. The description in terms of string like objects with vanishing magnetic charge is needed in longer length scales. Electroweak symmetry breaking and color confinement would be the natural applications. The essential point is that stringy description corresponds to long length scales (strong coupling) and partonic description to short length scales (weak coupling).

p-adically. In real context the replacement \(exp(-E/T) \rightarrow p^{E/T}\) is only a change of convention. In the p-adic context this representation assuming that \(E/T\) has integer valued spectrum implies that the partition function exists p-adically. Super-conformal invariance guarantees the needed integer valued spectrum for the scaling generator appearing as the counterpart of energy. Furthermore, temperature is quantized as \(T = 1/n, n = 1, 2, \ldots\). This together with the p-adic length scale hypothesis stating that physically favored primes satisfy \(p \approx 2^n\), makes p-adic mass calculations extremely predictive \([5]\).
Number theory seems to be involved also now: string world sheets could be seen as hyper-complex 2-surfaces of space-time surface with hyper-quaternionic tangent structure and partonic 2-surfaces as co-hyper complex 2-surfaces (normal space would be hyper-complex).

3. Space-time surface itself would decompose to hyper-quaternionic and co-hyperquaternionic regions and a duality also at this level is suggestive \cite{1}, \cite{2}. The most natural candidates for dual space-time regions are regions with Minkowskian and Euclidian signatures of the induced metric with latter representing the generalized Feynman graphs. Minkowskian regions would correspond to non-perturbative long length scale description and Euclidian regions to perturbative short length scale description. This duality should relate closely to quantum measurement theory and realize the assumption that the outcomes of quantum measurements are always macroscopic long length scale effects. Again number theory is in a key role.

Real and p-adic physics and their unification to a coherent whole represent the basic pieces of physics as generalized number theory program.

1. p-Adic physics can mean two different things. p-Adic physics could mean a discretization of real physics relying on effective p-adic topology. p-Adic physics could also mean genuine p-adic physics at p-adic space-time sheets. Real continuity and smoothness is an enormous constraint on short distance physics, p-Adic continuity and smoothness pose similar constraints in short scales an therefore on real physics in long length scales if one accepts that real and space-time surfaces (partonic 2-surfaces for minimal option) intersect along rational points and possible common algebras in preferred coordinates. p-Adic fractality implying short range chaos and long range correlations is the outcome. Therefore p-adic physics could allow to avoid the landscape problem of M-theory due to the fact that the IR limit is unpredictable although UV behavior is highly unique.

2. The recent argument \cite{3} suggesting that the areas for partonic 2-surfaces and string world sheets could characterize Kähler action leads to the proposal that the large $N_c$ expansion \cite{11} in terms of the number of colors defining non-perturbative stringy approach to strong coupling phase of gauge theories could have interpretation in terms of the expansion in powers of $1/\sqrt{p}$. $p$ the p-adic prime. This expansion would converge extremely rapidly since $N_c$ would be of the order of the ratio of the secondary and primary p-adic length scales and therefore of the order of $\sqrt{p}$: for electron one has $p = M_{127} = 2^{127} - 1$.

3. Could there exist a duality between genuinely p-adic physics and real physics? Could the mathematics used in p-adic mass calculations- in particular canonical identification $\sum x_n p^n \rightarrow \sum x_n p^{-n}$ - be extended to apply to quantum TGD itself and allow to understand the non-perturbative long length scale effects in terms of short distance physics dictated by continuity and smoothness but in different number field? Could a proper generalization of the canonical identification map allow to realize concretely the real–p-adic duality?

A generalization of the canonical identification \cite{8} and its variants is certainly needed in order to solve the problems caused by the fact that it does not respect symmetries. That the generalization might exist was suggested already by the model for Shnoll effect \cite{1}, which led to a proposal that this effect can be understand in terms of a deformation of probability distribution $f(n)$ ($n$ non-negative integer) for random fluctuations. The deformation would replace the rational parameters characterizing the distribution with new ones obtained by mapping the parameters to new ones by using the analog of canonical identification respecting symmetries. This deformation would involve two parameters: quantum phase $q = \exp(i 2\pi/m)$ and preferred prime $l$, which need not be independent however: $m = l$, is a highly suggestive restriction.

The idea of the model of Shnoll effect was to modify the map $n \rightarrow n_\uparrow$ in such a manner that it is consistent with the prime decomposition of ordinary integers. One could even consider the notion of quantum arithmetics requiring that the map commutes with sum. This in turn suggest the generalization of the matrix groups to what might be called quantum matrix groups. The matrix elements would not be however non-commutative but obey quantum arithmetics. These quantum groups would be labelled by prime $l$ and the original form of the canonical identification $l \rightarrow 1/l$ defines a group homomorphism. This form of canonical identification respecting symmetries could be applied to the linear representations of these groups. This map would be both continuous and respect symmetries.
1.2 Correspondence along common rationals and canonical identification: two manners to relate real and p-adic physics

The relationship between real and p-adic physics deserves a separate discussion.

1. The first correspondence between reals and p-adics is based on the idea that rationals are common to all number fields implying that rational points are common to both real and p-adic worlds. This requires preferred coordinates. It also leads to a fusion of different number fields along rationals and common algebraics to a larger structure having a book like structure [10, 8].

(a) Quite generally, preferred space-time coordinates would correspond to a subset of preferred imbedding space coordinates, and the isometries of the imbedding space give rise to this kind of coordinates which are however not completely unique. This would give rise to a moduli space corresponding to different symmetry related coordinates interpreted in terms of different choices of causal diamonds (CDs).

(b) Cognitive representation in the rational (partly algebraic) intersection of real and p-adic worlds would necessarily select certain preferred coordinates and this would affects the physics in a delicate manner. The selection of quantization axis would be basic example of this symmetry breaking. Finite measurement resolution would in turn reduce continuous symmetries to discrete ones.

(c) Typically real and p-adic variants of given partonic 2-surface would have discrete and possibly finite set of rational points plus possible common algebraic points. The intersection of real and p-adic worlds would consist of discrete points. At more abstract level rational functions with rational coefficients used to define partonic 2-surfaces would correspond to common 2-surfaces in the intersection of real and p-adic WCWs. As a matter fact, the quantum arithmetics would make most points algebraic numbers.

(d) The correspondence along common rationals respects symmetries but not continuity: the graph for the p-adic norm of rational point is totally discontinuous. Most non-algebraic reals and p-adics do not correspond to each other. In particular, transcendental at both sides belong to different worlds with some exceptions like \( e^p \) which exists p-adically.

2. There is however a totally different view about real–p-adic correspondence. The predictions of p-adic mass calculations are mapped to real numbers via the canonical identification applied to the p-adic value of mass squared [8, 7]. One can imagine several forms of canonical identification but this affects very little the predictions since the convergence in powers of \( p \) for the mass squared thermal expectation is extremely fast.

3. The two views are consistent if appropriately generalized canonical identification is interpreted as a concrete duality mapping short length scale physics and long length scale physics to each other. As a matter fact, I proposed for more that 15 years ago that canonical identification could be essential element of cognition mapping external world to p-adic cognitive representations realized in short length scales and vice versa. If so, then real–p-adic duality would be a cornerstone of cognition [9]. Common rational points would relate to the intentionality which is second aspect of the p-adic real correspondence: the transformation of real to p-adic surfaces in quantum jump would be the correlate for the transformation of intention to action. The realization of intention would correspond to the correspondence along rationals and common algebraics (the more common points real and p-adic surface have, the more faithful the realization of intentional action) and the generation of cognitive representations to the canonical identification.

There are however hard technical problems involved. Maybe canonical identification should be realized at the level of imbedding space at least - or even at space-time level. Canonical identification would be locally continuous in both directions. Note that for the points with finite pinary expansion (ordinary integers) the map is two-valued. Note also that rationals can be expanded in infinite powers series with respect to \( p \) and one can ask whether one should do this or map \( q = m/n \) to \( I(m)/I(n) \) (the representation of rational is unique if \( m \) and \( n \) have no common factors).

The basic problem is that canonical identification in its basic form does not respect symmetries: the action of the p-adic symmetry followed by a canonical identification to reals is not equal to the canonical identification map followed by the real symmetry.
1. One can imagine modifications of the canonical identification in attempts to solve this problem. One can map rationals by \( m/n \to I(m)/I(n) \). One can also express \( m \) and \( n \) as power series of \( p^k \) as \( x = \sum x_n p^{nk} \) and perform the map as \( x \to \sum x_n p^{-nk} \). This allows to preserve symmetries in arbitrary good measurement resolution characterizing by the power \( p^{-k} \) on real side.

2. Could one circumvent this difficulty without approximations? This kind of approach should work at least when finite measurement resolution is used meaning the replacement of the space-time surface with a set of discrete points. Could the already mentioned quantum integers provide a generalization of the notion of symmetry itself in order to circumvent ugly constructions?

1.3 Brief summary of the general vision

The basic questions of the p-adicization program are following.

1. Is there a duality between real and p-adic physics? What is its precise mathematic formulation? In particular, what is the concrete map p-adic physics in long scales (in real sense) to real physics in short scales? Can one find a rigorous mathematical formulation of the canonical identification induced by the map \( p \to 1/p \) in pinary expansion of p-adic number such that it is both continuous and respects symmetries.

2. What is the origin of the p-adic length scale hypothesis suggesting that primes near power of two are physically preferred? Why Mersenne primes are especially important?

The answer to these questions proposed in this chapter relies on the following ideas inspired by the model of Shnoll effect. The first piece of the puzzle is the notion of quantum arithmetics formulated in non-rigorous manner already in the model of Shnoll effect.

1. Quantum arithmetics is induced by the map of primes to quantum primes by the standard formula. Quantum integer is obtained by mapping the primes in the prime decomposition of integer to quantum primes. Quantum sum is induced by the ordinary sum by requiring that also sum commutes with the quantization.

2. The construction is especially interesting if the integer defining the quantum phase \( q \) is prime. One can introduce the notion of quantum rational defined as series in powers of the preferred prime \( p \) defining quantum phase. The coefficients of the series are quantum rationals for which neither numerator and denominator is divisible by the preferred prime.

3. p-Adic- real duality can be identified as the analog of canonical identification induced by the map \( p \to 1/p \) in the pinary expansion of quantum rational. This maps p-adic and real physics to each other and real long distances to short ones and vice versa.

Quantum arithmetics inspires the notion of quantum matrix group as counterpart of quantum group for which matrix elements are non-commuting numbers. Now they would be ordinary numbers. Quantum classical correspondence and the notion of finite measurement resolution realized at classical level in terms of discretization suggest that these two views about quantum groups are closely related. The preferred prime \( p \) defining the quantum matrix group is identified as p-adic prime and canonical identification \( p \to 1/p \) is group homomorphism so that symmetries are respected.

1. The quantum counterparts of special linear groups \( SL(n, F) \), \( F = R, C \) exists always. For the covering group \( SL(2, C) \)of \( SO(3, 1) \) this is the case so that 4-dimensional Minkowski space is in a very special position. For orthogonal, unitary, and orthogonal groups the quantum counterpart exists only if quantum arithmetics is characterized by a prime rather than general integer and when the number of powers of \( p \) for the generating elements of the quantum matrix group satisfies an upper bound characterizing the matrix group.

2. For the quantum counterparts of \( SO(3) \) \((SU(2)/SU(3))\) the orthogonality conditions state that at least some multiples of the prime characterizing quantum arithmetics is sum of three (four/six) squares. For \( SO(3) \) this condition is strongest and satisfied for all integers, which are not of form \( n = 2^{2r}(8k + 7) \). The number \( r_3(n) \) of representations as sum of squares is known and \( r_3(n) \) is invariant under the scalings \( n \to 2^{2r}n \). This means scaling by 2 for the integers appearing in the square sum representation.
3. $r_3(n)$ is proportional to the so called class number function $h(-n)$ telling how many non-equivalent decompositions algebraic integers have in the quadratic algebraic extension generated by $\sqrt{-n}$.

The findings about quantum $SO(3)$ suggest a possible explanation for p-adic length scale hypothesis and preferred p-adic primes.

1. The basic idea is that the quantum matrix group which is discrete is in some sense very large for preferred p-adic primes. If cognitive representations correspond to the representations of quantum matrix group, the representational capacity of cognitive representations is high and this kind of primes are survivors in the algebraic evolution leading to algebraic extensions with increasing dimension.

2. There is no need that the preferred primes correspond to larger value of $r_3(n)$. It is enough that some of their multiples do so. Indeed, for Mersenne primes and also integers one has $r_3(n) = 0$, which is in conflict with the original naive expectations. For integers $n = 2M_m$ however $r_3(n)$ is a local maximum at least for the small integers studied numerically.

3. The requirement that the notion of quantum integer applies also to algebraic integers in quadratic extensions of rationals requires that the preferred primes (p-adic primes) satisfy $p = 8k + 7$. Quite generally, for the integers $n = 2^r (8k + 7)$ not representable as sum of three integers the decomposition of ordinary integers to algebraic primes in the quadratic extensions defined by $\sqrt{-n}$ is unique. Therefore also the corresponding quantum algebraic integers are unique for preferred ordinary prime if it is prime also in the algebraic extension. If this were not the case two different decompositions of one and same integer would be mapped to different quantum integers. Therefore the generalization of quantum arithmetics defined by any preferred ordinary prime, which does not split to a product of algebraic primes, is well-defined for $p = 2^r (8k + 7)$ when quadratic extensions are considered. This select Mersenne primes as preferred ones.

4. This argument was for quadratic extensions but also more complex extensions defined by higher polynomials exist. For these higher dimensional algebraic extensions the number of ordinary primes allowing no decomposition to ordinary primes and implying unique decomposition in possibly existing algebraic extension defined by the prime gets smaller. Hence algebraic evolution leading to algebraic extensions of increasing dimension would gradually select preferred primes and integers.

2 Quantum arithmetics and the notion of commutative quantum group

In this section the notion of quantum arithmetics as a generalization of ordinary arithmetics preserving its structure but mapping preferred integer- most naturally prime- to zero is discussed. Also the notion of quantum matrix group differing from ordinary quantum groups in that matrix elements are commuting numbers is discussed. This group forms a discrete counterpart of ordinary quantum group and its existence suggested by quantum classical correspondence.

2.1 Quantum arithmetics

The basic idea is that quantum arithmetics is isomorphic to the ordinary arithmetics of integers.

1. The multiplicative structure of ordinary integers is respected in the map taking ordinary integers to quantum integers:

$$ n = kl \rightarrow n_q = k_q l_q. \tag{2.1} $$

This is guaranteed if the map is induced by the map of ordinary primes to quantum primes.
2. Also the sum of quantum integers is well-defined and induces sum of the quantum rationals. Therefore the sum \( n_q \) of quantum integers should reflect the summation of ordinary integers:

\[
n = k + l \rightarrow n_q = k_q + l_q.
\]  

(2.2)

The basic formula for quantum integers in the case of quantum groups is

\[
n_q = \frac{q^n - q^{-n}}{q - q^{-1}}.
\]  

(2.3)

Here \( q \) is any complex number. The generalization respective the notion of primeness is obtained by mapping only the primes \( p \) to their quantum counterparts and defining quantum integers as products of the quantum primes involved in their prime factorization.

\[
p_q = \frac{q^p - q^{-p}}{q - q^{-1}}
\]

\[
n_q = \prod_p p_q^{n_p} \text{ for } n = \prod p^{n_p}.
\]  

(2.4)

### 2.1.1 Quantum counterparts of real integers

The proposed definition is just the first guess. Let us consider now some aspects of this definition to see whether it must be modified somehow.

1. The \( n = 0, 1, -1 \) are fixed points of \( n \rightarrow n_q \) so that one can say that all these numbers are common to quantum integers for all values of \( q \).

2. An important special case corresponds to the roots of unity: \( q = e^{i2\pi/m} \). In this case primes \( p_1, p_2 \) satisfying \( p_1 - p_2 \mod n = 0 \) are mapped to same quantum integers. If one has

\[
q = \exp\left(\frac{\eta}{m}\right)e^{i2\pi/m}
\]  

(2.5)

the map is 1-1 for a non-vanishing value of \( \eta \) and the limit \( m \rightarrow \infty \) gives ordinary integers. It seems that one must include the factor making the modulus of \( q \) different from unity if one wants 1-1 correspondence between ordinary and quantum integers guaranteeing a unique definition of quantum sum.

3. Second potential problem is that \( p_q \) is negative for \( n/2 \leq p \mod n \leq n \). This would mean that quantum integers can be negative. In \( p \)-adic context this is not a problem. In real context this could be a problem if one maps a probability distribution \( f(n) \) to its quantum counterpart by \( n \rightarrow n_q \) unless one makes special assumption about the distribution. If this is a real problem, one can try to avoid it in a straightforward manner by including a compensating sign factor which is -1 for \( n/2 \leq p \mod n \leq n \) and +1 otherwise. The sign factor seems to be consistent with the preservation of product structure and there seems to be no obvious reason why this definition could not be consistent with the proposed definition of quantum sum since it is just the image of the ordinary sum if \( m \) is not prime. For \( \eta \neq 0 \) one could say that the quantum integers define a different coordinates for integer points of the real line as algebraic numbers in the algebraic extension defined by the quantum phase.

4. If \( m \) is prime: \( m = l \) (the notation is inspired by \( l \)-adicity), \( l_q = 0 \) holds true and all integers divisible by \( l \) are mapped to zero. If one restricts the quantum integers to the ones corresponding to \( 0 \leq n < l \), one obtains the \( q \)-analog of finite field \( G(l, 1) \) by defining the sum in such a manner that it is respects the sum for finite field \( G(l, 1) \). In this case \( l \) is mapped to zero in perfect analogy with \( \mod l \) arithmetics. One can however allow arbitrary quantum integers: not however that those divisible by \( l_q \) vanish.
5. One can also consider powers $m = l^k$ of prime. Does one obtain the analog of finite field $G(p, k)$ by defining the sum so that it respects the sum of ordinary integers modulo $l^k$? This need not be the case since finite fields correspond to algebraic extensions rather than integers modulo $l^k$. Note that for $k > 1$ one does not encounter the problem with the vanishing of $l_q$.

### 2.1.2 The quantum counterparts of p-adic integers

One an also ask what might be the best manner to define the quantum counterparts of p-adic integers. Also now one needs a quantum phase. Its existence as a p-adic number poses strong constraints.

1. The root of unity must now correspond to an element of algebraic extension. Here Fermat’s theorem $a^{p-1} \mod p = 1$ poses constraints since $p-1$:th root of unity exists as ordinary p-adic number. Hence $m = p-1$:th root of unity is excluded. Also the modulus of $q$ must exist either as a p-adic number or a number in the extension of p-adic numbers. The generalization of the expression of $q$ in the real context to p-adic context reads as

$$q = \exp(m r) \exp(i 2\pi / m), \quad (2.6)$$

where the phase factors in the algebraic extension of p-adic integers and $r$ is integer. If $m$ is divisible by $p$ the exponent exists p-adically without an extension of p-adics.

2. If $m$ is prime: $m = l$, one obtains

$$q = \exp(m l) \exp(i 2\pi / l). \quad (2.7)$$

Here the condition $0 < m < l$ is natural.

### 2.1.3 Quantum counterpart of binary expansion?

Is $l_q = 0$ for $q = \exp(i 2\pi / l)$ a curse or blessing? The generalization of the notion of quantum integer to a power series in $l$ turns $l_q = 0$ to a blessing as later considerations demonstrate.

1. The idea is simple: consider power series

$$x = \sum x_n l^n \quad (2.8)$$

of $l$ with coefficients $x_n$ which are arbitrary quantum rationals $r_q = m_q / n_q$ rather than only integers in the range $(0, l - 1)$ as for ordinary binary expansion. If $m_q$ is divisible by $l_q$, one has $r_q = 0$. If $n_q = 0$, $r_q$ is infinite so that also this option must be excluded. Somewhat loosely one can say that quantum rationals correspond to rationals not divisible by $l$.

2. One can define quantum arithmetics for these powers series by regarding $l$ as a formal variable. If quantum sum is proportional to $l_q$ it vanishes. It will be found that this could provide a very elegant manner to realize p-adic length scale cutoff without breaking of symmetries if one works in quantum rational discretization. The map $l \rightarrow 1/l$ mapping UV and IR to each other would serve as a symmetry of the theory and could relate real and p-adic physics to each other in continuous and symmetry respecting manner in the quantum intersection of real and p-adic worlds.

An attractive definition for the quantum counterparts of p-adic integers is based on the expansion in powers of $l$ since its coefficients are not divisible by $l$.

1. The prime $l$ in the expansion $\sum x_n l^n$ is interpreted as a symbolic coordinate variable and the product of two quantum integers is analogous to the product of polynomials reducing to a convolution of the coefficient using quantum sum. The coefficient of a given power of $l$ in the product would be just the convolution of the coefficients for factors using quantum sum. In the sum coefficients would be just the quantum sums of coefficients of summands.
2. The coefficient $x_n$ can be larger than $l$ as ordinary integers. In the product of ordinary $p$-adic integers the convolution for given power of $l$ can lead to overflow and this leads to the emergence of modulo arithmetics. As a consequence, the canonical identification $\sum x_n l^n \rightarrow \sum x_n l^{-n}$ does not respect product and sum in general. Canonical identification does not respect symmetries although it is continuous. The overflow does not happen for quantum integers. For quantum integers the image under canonical identification induced by $l \rightarrow 1/l$ respects the product and sum structures.

3. The expansion in powers of $l$ could also have as coefficients quantum rationals for which both numerator and denominator are indivisible by $l$. The quantum sum however vanishes when it is proportional $l_q$. This might be quite essential for the definition of quantum counterparts of the matrix groups.

4. It can happen that quantum sum resulting in the product or sum of quantum integers is proportional to $l_q$ and vanishes. This is not a catastrophe and turns out to be crucial in the definition of quantum counterparts of matrix groups with commuting elements.

Note that these numbers are algebraic numbers so that quantum integers are algebraic numbers with prime $l$ remaining ordinary integer. Canonical identification could give rise to a correspondence between real physics and $p$-adic physics respecting both continuity and symmetries and mapping long real length scales to short $p$-adic scales and vice versa. This kind of map would allow to relate real and $p$-adic variants of symmetries.

This notion of quantum integer is more general than that proposed in the model of Shnoll effect but gives identical predictions when the parameters characterizing the probability distribution $f(n)$ correspond contain only single term in the $p$-adic power expansion. The mysterious dependence of nuclear decay rates on physics of solar system in the time scale of years reduces to similar dependence for the parameters characterizing $f(n)$. Could this dependence relate directly to the fact that canonical identification maps long length scale physics to short length scales physics. Could even microscopic systems such as atomic nuclei give rise to what might be called "cognitive representations" about the physics in astrophysical length scales?

### 2.2 Do commutative quantum counterparts of Lie groups exist?

The proposed definition of quantum rationals involves exceptional prime $l$ expected to define what might be called $p$-adic prime. In $p$-adic mass calculations canonical identification is based on the map $p \rightarrow 1/p$ and has several variants but quite generally these variants fail to respect symmetries. Canonical identification for space-time coordinates fails also to be general coordinate invariant unless one has preferred coordinates.

The natural question is whether the proposed definition of quantum integers as series of powers of $p$-adic prime $l$ with coefficients which are arbitrary quantum rationals not divisible by $l$ with product defined in terms of convolution for the coefficients of the series in powers of $l$ using quantum sum for the summands in the convolution could save the situation.

To see whether this is the case on must find whether the quantum analogues of classical matrix groups exist. To avoid confusion it should be emphasized that these quantum counterparts are distinct from the usual quantum groups having non-commutative matrix elements. Later a possible connection between these notions is discussed. In the recent case matrix elements commute but sum is replaced with quantum sum and the matrix element is interpreted as a powers series or polynomial in symbolic variable $x = l$ or $x = 1/l$, $l$ prime such that coefficients are rationals not divisible by $l$.

The crucial points are the following ones.

1. All classical groups are subgroups of the special linear groups $SL_n(F)$, $F = R, C$, consisting of matrices with unit determinant. These groups are obtained by posing additional conditions such as the orthonormality of the rows with respect to real, complex or quaternionic inner product. Determinant defines a homomorphism mapping the product of matrices to the product of determinants in the field $F$.

Could one generalize rational special linear group and its algebraic extensions by replacing the group elements by polynomials of a formal variable $x$, which has as its value the preferred prime $l$ such that the coefficients of the polynomial are rational numbers not divisible by $l$?
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Could one perform this generalization in such a manner that the canonical identification $p \rightarrow 1/p$ maps this group to an isomorphic group?

2. The identity $det(AB) = det(A)det(B)$ and the fact that the condition $det(A) = 1$ involves at the right hand side only the unit element common to all quantum integers suggests that this generalization could exist. If one has found a set of elements satisfying the condition $det_q(A) = 1$ all quantum products satisfy the same condition and subgroup of rational special linear group is generated.

2.2.1 Quantum counterparts of special linear groups

Special linear groups defined by matrices with determinant equal to 1 contain classical groups as subgroups and the conditions for their quantum counterparts are therefore the weakest possible.

1. To see that the generalization exists in the case of special linear groups one just just writes the matrix elements $a_{ij}$ in series in powers of $l$

$$a_{ij} = \sum_n a_{ij}(n)l^n . \quad(2.9)$$

This expansion is very much analogous to that for the Kac-Moody algebra element and also the product and sum obey similar algebraic structure. $l$ is treated as a symbolic variable in the conditions stating $det_q(A) = 1$. It is essential that $det_q(A) = 1$ holds true when $l$ is treated as a formal symbol so that each power of $l$ gives rise to separate conditions.

2. For $SL_n$ the definition of determinant involves sum over products of $n$ elements. Quantum sums of these elements are in question. The question whether the quantum sum can correspond to a quantum integer which is divisible by $l_q$ and therefore vanishes. For $q = 1$ the question is whether the sum for products of rationals, which do not have $p$ as a factor can have $p$ as a factor. Quite generally the situation reduces to this if ordinary sum induces quantum sum. It seems that this can be the case and the question is whether one can just assume that these terms vanish without ending up with some internal inconsistency.

3. Consider now the number of conditions involved. The number of matrix elements is in real case $N^2(k+1)$, where $k$ is the highest power of $l$ involved. $det(A) = 1$ condition involves powers of $l$ up to $l^{NK}$ and the total number of conditions is $kN + 1$- one for each power. For higher powers of $l$ the conditions state the vanishing of the coefficients of $l^m$. This is achieved elegantly in the sense of modulo arithmetics if the quantum sum involved is proportional to $l_q$.

The number of free parameters is

$$\# = (k + 1)N^2 - kN - 1 = kN(N - 1) + N^2 - 1 . \quad(2.10)$$

For $N = 2, k = 0$ one obtains $\# = 3$ as expected for $SL(2,R)$. For $N = 2, k = 1$ one obtains $\# = 5$. This can be verified by a direct calculation. Writing $a_{ij} = b_{ij} + c_{ij}p$ one obtains three conditions

$$det_q(A) = 1 , \quad Tr_q(AB) = 0 , \quad det_q(B) = 0 . \quad(2.11)$$

for the 8 parameters leaving six parameters which of course are rational numbers whose numerator and denominator are not divisible by $l$.

4. Complex case can be treated in similar manner. In this case the number of three parameters is $2(k + 1)N^2$, the number of conditions is $2(kN + 1)$ and the number of parameters is

$$\# = 2(k + 1)N^2 - 2(kN + 1) . \quad(2.12)$$
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5. Since the conditions hold separately for each power of $l$, the formulation $\det_q(AB) = \det_q(A)\det_q(B)$ implies that the matrices satisfying the conditions generate a subgroup of $SL_n$.

The result means that rational subgroups of special linear groups $SL_n(R)$ and $SL(n, C)$ quantum matrix groups characterized by prime $l$ exist in both real and p-adic context and can be related by the map $l \rightarrow 1/l$ mapping short and length scales to each other.

It is remarkable that only the Lorentz groups $SO(2, 1)$ and $SO(3, 1)$ have covering groups are isomorphic to $SL(2, R)$ and $SL(2, C)$ allow these subgroups. All classical Lie groups involve additional conditions besides the condition that the determinant of the matrix equals to one and all these groups except symplectic groups fail to allow the generalization of this kind for arbitrary values of $k$. Therefore four-dimensional Minkowski space is in completely exceptional position.

2.2.2 Do classical Lie groups allow quantum counterparts?

In the case of classical groups one has additional conditions stating orthonormality of the rows of the matrix in real, complex, or quaternionic number field. It is quite possible that the conditions might not be satisfied always and it turns out that for $G_2$ and probably also for other exceptional groups this is the case.

1. Non-exceptional classical groups

It is easy to see that all non-exceptional classical groups quantum counterparts in the proposed sense for sufficiently small values of $k$ and in the case of symplectic groups quite generally.

1. Consider first orthogonal groups $SO(N)$.

   (a) For $q = 1$ there are $N^2$ parameters. There are $N$ conditions stating that the rows are unit vectors and $N(N - 1)/2$ conditions stating that they are orthogonal. The total number of free parameters is $\# = N(N - 1)/2$.

   (b) If the highest power of $l$ is $k$ there are $(k+1)N^2$ parameters and $(2k+1)[N+N(N-1)/2] = (2k+1)(N+1)/2$ conditions. The number of parameters is

   $$\# = N^2(k+1) - \frac{N(N+1)(2k+1)}{2} = \frac{N(N-2k+1)}{2}. \tag{2.13}$$

   This is negative for $k > (N + 1)/2$. It is quite not clear how to interpret this result. Does it mean that when one forms products of group elements satisfying the conditions the powers higher than $k_{\text{max}} = [(N + 1)/2]$ vanish by quantum modulo arithmetics. Or do the conditions separate to separate conditions for factors in $AB$: this indeed occurs in the unitarity conditions as is easy to verify. For $SO(3)$ and $SO(2, 1)$ this would give $k_{\text{max}} = 2$. For $SO(3, 1)$ one would have $k_{\text{max}} = 2$ too. Note that for the covering groups $SL(2, R)$ and $SL(2, C)$ there is no restrictions of this kind.

   (c) The normalization conditions for the coefficients of the highest power of a given row imply that the vector in question has vanishing length squared in quantum inner product. For $q = 1$ this implies that the coefficients vanish. The repeated application of this condition one would obtain that $k = 0$ is the only possible solution. For $q \neq 1$ the conditions can be satisfied if the quantum length squared is proportional to $l_q = 0$. It seems that this condition is absolutely essential and serves as a refined manner to realize p-adic cutoff and quantum group structure and p-adicity are extremely closely related to each other. This conclusion applies also in the case of unitary groups and symplectic groups.

   (d) Complex forms of rotation groups can be treated similarly. Both the number of parameters and the number of conditions is doubled so that one obtains $\# = N^2(k+1) - N(N+1)(2k+1) = N(N - 2k + 1)$ which is negative for $k > (N + 1)/2$.

2. Consider next the unitary groups $U(N)$. Similar argument leads to the expression

   $$\# = 2N^2(k+1) - (2k+1)N^2 = N^2 \tag{2.14}$$
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so that the number of three parameters would be $N^2$- same as for $U(N)$. The determinant has modulus one and the additional conditions requires that this phase is trivial. This is expected to give $k + 1$ conditions since the fixed phase has $l$-adic expansion with $k + 1$ powers. Hence the number of parameters for $SU(N)$ is

$$\# = N^2 - k + 1$$

(2.15)

giving the condition $k_{max} < N^2 - 1$ which is the dimension of $SU(N)$.

3. Symplectic group can be regarded as a quaternionic unitary group. The number of parameters is $4N^2(k + 1)$ and the number of conditions is $(2k + 1)(N + 2N(N - 1)) = N(2N - 1)(2k + 1)$ so that the number of three parameters is $\# = 4N^2(k + 1) - (2k + 1)N(N - 1) = (2k + 3)N^2 + N(2k + 1)$. Fixing single quaternionic phase gives $3(k + 1)$ conditions so that the number of parameters reduces to

$$\# = (2k + 3)N^2 + (2k + 1)N - 3(k + 1) = (k + 1)(2N^2 + 2N - 3) + N(N - 1) ,$$

(2.16)

which is positive for all values of $N$ and $k$ so that also symplectic groups are in preferred position. This is rather interesting, since the infinite-dimensional variant of symplectic group associated with the $\delta M^4 \times CP^2$ is in the key role in quantum TGD and one expects that in finite measurement resolution its finite-dimensional counterparts should appear naturally.

2. Exceptional groups are exceptional

Also related closely to octonions allow an analogous treatment once the nature of the conditions on matrix elements is known explicitly. The number of conditions can be deduced from the dimension of the ordinary variant of exceptional group in the defining matrix representation to deduce the number of conditions. The following argument allows to expect that exceptional groups are indeed exceptional in the sense that they do not allow non-trivial quantum counterparts.

The general reason for this is that exceptional groups are very low dimensional subgroups of matrix groups so that for the quantum counterparts of these groups the number $N_{\text{cond}}$ of group conditions is too large since the number of parameters is $(k + 1)N^2$ in the defining matrix representation (if such exists) and the number of conditions is at least $(2k + 1)N_{\text{class}}$, where $N_{\text{class}}$ is the number of condition for the classical counterpart of the exceptional group. Note that $r$-linear conditions the number of conditions is proportional to $rk + 1$.

One can study the automorphism group $G_2$ of octonions as an example to demonstrate that the truth of the conjecture is plausible.

1. $G_2$ is a subgroup of $SO(7)$. One can consider 7-D real spinor representation so that a representation consists of real $7 \times 7$ matrices so that one has $7^2 = 49$ parameters. One has $N(N + 1)/2$ orthonormality conditions giving for $N = 7$ orthonormality conditions 28 conditions. This leaves 21 parameters. Besides this one has conditions stating that the 7-dimensional analogs of the 3-dimensional scalar-3-products $A \cdot (B \times C)$ for the rows are equal 1, -1, or 0. The number of these conditions is $N(N - 1)(N - 2)/3!$. For $N = 7$ this gives 35 conditions meaning that these conditions cannot be independent of orthonormalization conditions The number of parameters is $\# = 49 - 35 = 14$ - the dimension of $G_2$ - so that these conditions must imply orthonormality conditions.

2. Consider now the quantum counterpart of $G_2$. There are $(k + 1)N^2 = 49(k + 1)$ parameters altogether. The number of cross product conditions is $(3k + 1) \times 35$ since the highest power of $l$ in the scalar-3-product is $l^{4k}$. This would give

$$\# = -56k + 14 .$$

(2.17)
This number is negative for \( k > 0 \). Hence \( G_2 \) would not allow quantum variant. Could this be interpreted by saying that the breaking of \( G_2 \) to \( SU(3) \) must take place and indeed occurs in quantum TGD as a consequence of associativity conditions for space-time surfaces.

3. The conjecture is that the situation is same for all exceptional groups.

The general results suggest that both the covering group of the Lorenz group of 4-D Minkowski space and the hierarchy symplectic groups have very special mathematical role and that the notions of finite measurement resolution and p-adic physics have tight connections to classical number fields, in particular to the non-associativity of octonions.

2.3 Questions

In the following some questions are introduced and discussed.

2.3.1 How to realize p-adic-real duality at the space-time level?

The concrete realization of p-adic–real duality would require a map from p-adic realm to real realm and vice-versa induced by the map \( p \to 1/p \) leading from p-adic number field to real number field or vice versa.

If possible, the realization of p-adic real duality at the space-time level should not pose additional conditions on the preferred extremals themselves. Together with effective 2-dimensionality this suggests that the map from p-adic realm to real realm maps partonic 2-surfaces to partonic 2-surfaces defining at least partially the boundary data for holography.

The situation might not be so simple as this.

1. One must however also consider the possibility that its is 3-D space-like surfaces at the ends of CDs which are mapped by the duality from p-adic realm to real realm or vice versa. A possible reason is that this kind of surfaces can be easily defined as intersections \( F_i(z, r\xi^2, \xi^2) = 0, i = 1, 2 \) of two complex valued functions \( F_i \) of complex coordinate \( z \) and radial light-like coordinate for \( \delta M^4_{\pm} = S^2 \times T_+ \) and two complex coordinates \( \xi^i, i = 1, 2 \) of \( CP^2 \): the number of conditions is 4 and this gives D= 7-4=3-dimensional space-like surface as a solution. These surfaces - that is functions \( F_i \) cannot be completely free but solutions of field equations in the direction of radial coordinate, and this might pose a difficulty.

2. It is also possible that some local 4-D tangent space data at partonic 2-surfaces are needed to characterize the space-time surface. An alternative possibility is that the failure of standard form of determinism for Kähler action forces to introduce partonic 2-surfaces in various scales and the breaking of strict 2-dimensionality does not occur locally. This option would correspond at quantum level radiative corrections in shorter scales down to \( CP^2 \) scale and might be seen as aesthetically more attractive option.

3. The realization of p-adic real duality by applying the proposed form of canonical identification to quantum rational points requires preferred coordinates. For the minimum option defined by the map of partonic 2-surfaces (no 4-D tangent space data) this would mean that one must have preferred coordinates for partonic 2-surfaces. It is easy to imagine how to identify this kind of preferred complex coordinate. The complex coordinate could correspond to a preferred complex coordinate for \( S^2 \subset \delta M^4_{\pm} \) or for a homologically non-trivial geodesic sphere of \( CP^2 \). The complex coordinates would transform linearly under the maximal compact subgroup of \( SO(3) \) resp. \( SU(3) \).

2.3.2 How commutative quantum groups could relate to the ordinary quantum groups?

The interesting question is whether and how the commutative quantum groups relate to ordinary quantum groups.

This kind of question is also encountered when considers what finite measurement resolution means for second quantized induced spinor fields [4]. Finite measurement resolution implies a cutoff on the number of the modes of the induced spinor fields on partonic 2-surfaces. As a consequence, the
induced spinor fields at different points cannot ant-commute anymore. One can however require anti-commutativity at a discrete set of points with the number of points "more or less equal" to the number of modes. Discretization would follow naturally from finite measurement resolution in its quantum formulation.

The same line of thinking might apply to to quantum groups. The matrix elements of quantum group might be seen as quantum fields in the field of real or complex numbers or possibly p-adic number field or of its extension. Finite measurement resolution means a cutoff in the number of modes and commutativity of the matrix elements in a discrete set of points of the number field rather than for all points. Finite measurement resolution would apply already at the level of symmetry groups themselves. The condition that the commutative set of points defines a group would lead to the notion of commutative quantum group and imply p-adicity as an additional and completely universal outcome and select quantum phases \( \exp(i2\pi/p) \) in a preferred position. Also the generalization of canonical identification so central for quantum TGD would emerge naturally.

One must of course remember that the above considerations probably generalize so that one should not take the details of the discussion too seriously.

2.3.3 How to define quantum counterparts of coset spaces?

The notion of commutative quantum group implies also a generalization of the notion of coset space \( G/H \) of two groups \( G \) and \( H \subset G \). This allows to define the quantum counterparts of the proper time constant hyperboloid and \( CP_2 = SU(3)/U(2) \) as discrete spaces consisting of quantum points identifiable as representatives of cosets of the coset space of discrete quantum groups. This approach is very similar but more precise than the earlier approach in which the points in discretization had angle coordinates corresponding to roots of unity and radial coordinates with discretization defined by p-adic prime.

The infinite-dimensional "world of classical worlds" (WCW) can be seen as a union of infinite-dimensional symmetric spaces (coset spaces) \( 3 \) and the definition as a quantum coset group could make sense also now in finite measurement resolution. This kind of approach has been already suggested and might be made rigorous by constructing quantum counterparts for the coset spaces associated with the infinite-dimensional symplectic group associated with the boundary of causal diamond. The problem is that matrix group is not in question. There are however good hopes that the symplectic group could reduces to a finite-dimensional matrix group in finite measurement resolution. Maybe it is enough to achieve this reduction for matrix representations of the symplectic group.

3 Could one understand p-adic length scale hypothesis number theoretically?

p-Adic length scale hypothesis states that primes near powers of two are physically interesting. In particular, both real and Gaussian Mersenne primes seem to be fundamental and can be tentatively assigned to charged leptons and living matter in the length scales between cell membrane thickness and size of the cell nucleus. They can be also assigned to various scaled up variants of hadron physics and with leptohadron physics suggested by TGD.

How could one understand p-adic length scale hypothesis? One explanation would be in terms of evolution by quantum jumps selecting the primes that are the fittest. This would mean also selection of preferred scales for \( CD \)s, instead of integer multiples of \( CP_2 \) scale only prime multiples or possibly prime power multiples would be favored and primes near powers of two were especially fit. A possible "biological" explanation is that for the preferred primes the number of quantum states is especially large making possible to build complex sensory and cognitive representations about external world.

The proposed vision about commutative quantum groups suggests a number theoretic explanation for the p-adic length scale hypothesis consistent with the evolutionary explanation is that the quantum counterpart of symmetry groups are especially large for preferred primes. Large symmetries indeed imply large numbers of states related by symmetry transformations and high representational capacity provided by the p-adic–real duality. It is easy to make a rough test of the proposal.

1. For \( SL(2, C) \) - the covering group of Lorentz group- one obtains no constraints and all quantum phases \( \exp(i2\pi/n) \) are allowed: this would mean that all \( CD \)s are in the same position. One must
however notice that $l_q = 0$ allows additional solutions to the conditions since the determinant highest power of $l$ need only be proportional to $l_q$ rather than vanish. The rational $SL(2,C)$ matrices whose determinant is zero modulo $l$ form a group and it might be that for some values of $l$ this group is exceptionally large. $SL(2,C)$ defines also the covering group of conformal symmetries of sphere.

2. For orthogonal, unitary, and symplectic groups only $n = l$, $l$ prime allows $k > 0$ and genuine p-adicity. Since $SO(3,1)$, $SO(3)$, $SU(2)$ and $SU(3)$ should allow p-adicization this selects CDs with size scale characterized by prime $l$.

3. For orthogonal, unitary, and symplectic groups one obtains non-trivial solutions to the unitarity conditions only if the highest power of $l$ corresponds quantum image of a vector with zero norm modulo $l$ as follows from the basic properties of quantum arithmetics.

(a) In the case of $SO(3)$ one has the condition

$$\sum_{i=1}^{3} x_i^2 = k \times l$$

Note that this condition can degenerate to a condition stating that a sum of two squares is multiple of prime.

(b) For the covering group $SU(2)$ of $SO(3)$ one has the condition

$$\sum_{i=1}^{4} x_i^2 = k \times l = k \times l$$

since two complex numbers for the row of $SU(2)$ matrix correspond to four real numbers

(c) For $SU(3)$ one has the condition

$$\sum_{i=1}^{6} x_i^2 = k \times l = k \times l$$

corresponding to 3 complex numbers defining the row of $SU(3)$ matrix.

What can one say about these conditions? The first thing to look is whether the conditions can be satisfied at all. Second thing to look is the number of solutions to the conditions.

### 3.1 Orthogonality conditions for $SO(3)$

The conditions for $SO(3)$ are certainly the strongest ones so that it is reasonable to study this case first.

1. One must remember that there are also integers -in particular primes- allowing representation as a sum of two squares. For instance, Fermat primes whose number is very small, allow representation $F_n = 2^n + 1$. More generally, Fermat’s theorem on sums of two squares states that and odd prime is expressible as sum of two squares only if it satisfies $p \mod 4 = 1$. The second possibility is $p \mod 4 = 3$ so that roughly one half of primes satisfy the $p \mod 4 = 1$ condition: Mersenne primes do not satisfy it.

The more general condition giving sum proportional to prime is satisfied for all $n = k^2l$, $k = 1, 2, ...$
2. For the sums of three non-vanishing squares one can use the well-known classical theorem stating that if integers $n$ can be represented as a sum of three non-vanishing squares only if it is \textit{not} of the form \[ n = 2^{2^r}(8k + 7) \] (3.4)

For instance, squares of odd integers multiplied by any power of two satisfy this condition. If $n$ satisfies (does not satisfy) this condition then $nm^2$ satisfies this condition for any $m$ so that one can say that square free odd integers for which the condition $n \not\equiv 7 \pmod{8}$ generate this set of integers.

In the recent case these integers must be also divisible by prime $l$. Note that the integers representable as sums of three non-vanishing squares do not allow a representation using two squares. The product of odd primes $p_1 = 8m_1 + k_1$ and $p_1 = 8m_2 + k_2$ fails to satisfy the condition only if one has $k_1 = 3$ and $k_2 = 5$. The product of $n$ primes $p_i = 8m_i + k_i$ must satisfy the condition $\prod k_i \not\equiv 7 \pmod{8}$ in order to serve as a generating square free prime.

The cold -or at least cool- shower is that Mersenne primes $M_n > 3$ do \textit{not} satisfy the condition guaranteeing representability as a sum of three squares as one sees from $2^n - 1 = (2^3n - 3) - 1)8 + 7$. The integers $2^{2k+1}M_n$ satisfy the condition. One can of course ask whether Mersenne primes might be special just because they representation requires four integers so that they would correspond to the covering $SU(2)$ of $SO(3)$ instead of $SO(3)$: could this mean that Mersenne primes -and more generally primes $p = km + 7$ - must correspond to fermions?

One must also remember that all that is needed is that sufficiently small multiples of Mersenne primes correspond to large value of $r_3(n)$.

3. If one has $\sum n_i^2 = l$ requiring

\[ l = 8k + 7 \] (3.5)

then the scaling $n_i \to kn_i$ gives a solution to the condition $\sum n_i^2 = k^2l$.

4. The condition $l = 8k + 7$ is true for all Mersenne primes $M_n = 2^n - 1$, $n > 2$, since $2^n - 1 = 8 \times (2^{n-3} - 1) + 7$ in this case. Hence this condition indeed selects Mersenne primes plus some other primes as special but not necessarily preferred ones for $l \pmod{4} = 3$ case. The list of allowed primes begins with 7, 23, 31, 47, 71, 79, 103, 127, ...: 7, 31, and 127 are Mersenne primes.

5. If prime near power of 2 but smaller than it is to satisfy this condition $l = 8k + 7$, one must have

\[ l = 2^n - 1 - 8m - 1 , \quad n > 2 \] (3.6)

so that special -one might hope preferred -p-adic length scales could somehow correspond to Mersenne integers (to be distinguished from primes) from which a suitable multiple of 8 is subtracted.

3.2 Number theoretic functions $r_k(n)$ for $k = 2, 4, 6$

The number theoretical functions $r_k(n)$ telling the number of vectors with length squared equal to a given integer $n$ are well-known for $k = 2, 3, 4, 6$ and can be used to gain information about the constraints posed by the existence of quantum groups $SO(2)$, $SO(3)$, $SU(2)$ and $SU(3)$. In the following the easy cases corresponding to $k = 2, 4, 6$ are treated first and after than the more difficult case $k = 3$ is discussed. For the auxiliary function the reader can consult to the Appendix.
3.2 Number theoretic functions \( r_k(n) \) for \( k = 2, 4, 6 \)

### 3.2.1 The behavior of \( r_2(n) \)

\( r_2(n) \) gives information not only about quantum \( SO(2) \) but also about \( SO(3) \) since 2-D vectors define 3-D vectors in an obvious manner. The expression for \( r_2(n) \) is given by

\[
r_2(n) = \sum_{d|n} \chi(d), \quad \chi(d) = \left( \frac{-4}{d} \right).
\]  

(3.7)

For primes this gives

\[
r_2(p) = \begin{cases} 2 & \text{if } p = 1 \pmod{4} \\ 0 & \text{if } p = 3 \pmod{4} \end{cases}.
\]  

(3.8)

The result is expected and the two solutions for \( p = 1 \pmod{4} \) are obtained by permuting the components of the 2-vector. In 3-D case 2-D solutions gives rise to 12 solutions as is easy to see.

### 3.2.2 The behavior of \( r_4(n) \)

The expression for \( r_4(n) \) reads as

\[
r_4(n) = \begin{cases} 8\sigma(n) & \text{if } n \text{ is odd} \\ 24\sigma(m) & \text{if } n = 2^m m, \text{ } m \text{ odd} \end{cases}.
\]  

(3.9)

For \( n = p \) one has \( \sigma(p) = p + 1 \) giving

\[
r_4(p) = 8(p + 1).
\]  

(3.10)

The behavior as a function of \( p \) is smooth and does not distinguish between different primes. Since \( \sigma \) is multiplicative function it is easy to calculate the values of \( r_4(n) \) if \( n \) is a small multiple of prime since one has

\[
\begin{align*}
r_4((2m + 1)l) &= r(l)\sigma(2m + 1), \\
r_4(2^2 l) &= 24r_4(l).
\end{align*}
\]  

(3.11)

One has a periodicity in powers of 2 so that large values of \( r_4 \) appear at octaves of \( l \). From the point of view of \( p \)-adic length scale hypothesis this is an encouraging sign but is not enough to distinguish preferred primes.

The asymptotic behavior of \( \sigma \) function is known so that it is relatively easy to estimate the behavior of \( r_4(n) \). The behavior involves random looking local fluctuation which can be understood as reflective the multiplicative character implying correlation between the values associated with multiples of a given prime.

### 3.2.3 The behavior of \( r_6(n) \)

The analytic expression for \( r_6(n) \) is given by

\[
r_6(n) = \sigma_{d|n} \left[ 16\chi(\frac{n}{d}) - 4\chi(d) \right] d^2,
\]  

\[
\chi(n) = \left( \frac{-4}{n} \right) = \begin{cases} 0 & \text{if } n \text{ is even} \\ 1 & \text{if } n = 1 \pmod{4} \\ -1 & \text{if } n = 3 \pmod{4} \end{cases}
\]  

(3.12)

For primes this gives

\[
r_6(p) = \begin{cases} 12(p^2 + 1) & \text{for } p = 1 \pmod{p} \\ 12 + 20p^2 & \text{for } p = 3 \pmod{p} \end{cases}.
\]  

(3.13)

The behavior is smooth and for primes \( p = 3 \pmod{4} \) the parabolic growth is faster. \( r_6(p) \) does not seem to distinguish between different primes.
3.3 What can one say about the behavior of $r_3(n)$?

The proportionality of $r_3(D)$ to the order of $h(-D)$ \[1\] of the ideal class group\[10\] \[10\] for quadratic extensions of rationals \[1\] inspires some conjectures.

1. The conjecture that preferred primes $l$ correspond to large commutative quantum groups translates to a conjecture that the order of ideal class group is large for the algebraic extension generated by $\sqrt{-l}$ or more generally $\sqrt{-kl}$ - at least for some values of $k$ such as $k = 2^r$. Could suitable integer multiples primes near power of 2- in particular Mersenne primes - be such primes? Note that only integer multiple is required by the basic argument.

2. Also some kind of approximate fractal behavior $r_k(s_l) \simeq r_k(l)$ for some values of $s$ analogous to that encountered for $r_4(D)$ for all values of $s$ might hold true since $k = 3$ is a critical transition dimension between $k = 2$ and $k = 3$. In particular, an approximate periodicity in octaves of primes might hold true: $r_k(2^s l) \simeq r_k(l)$; this would support p-adic length scale hypothesis and make the commutative quantum group large.

3.3.1 Expression of $r_3(p)$ in terms of class number function

To proceed one must have an explicit expression for the class number function $h(D)$ and the expression of $r_3$ in terms of $h(D)$.

1. For $D = -p$ defining the complex extension the general expression for $h(D)$ discussed in the Appendix gives

$$h(-p) = -\frac{1}{p} \sum_{r=1}^{p} r \times \left( \frac{-p}{r} \right). \tag{3.14}$$

The general expression is obtained by replacing $p$ with $D$. The symbols($\left( \frac{-p}{r} \right)$ are Dirchlet and Kronecker symbols defined in the Appendix.

2. One can express $r_3(|D|)$ in terms of $h(D)$ as

$$r_3(|D|) = 12(1 - \frac{D}{2})h(D) . \tag{3.15}$$

For $D = -p$ the relationship between $r_3(|D|)$ and $h(D)$ gives

$$r_3(p) = 12(1 - \frac{p}{2})h(-p) . \tag{3.16}$$

Note that $\left( \frac{p}{2} \right)$ refers to Kronecker symbol.

3. From Wolfram one finds the following expressions of $r_3(n)$ for square free integers

$$r_3(n) = 24h(-n) \quad n \equiv 3 \pmod{8} ,$$
$$r_3(n) = 12h(-4n) \quad n \equiv 1, 2, 5, 6 \pmod{8} ,$$
$$r_3(n) = 0 \quad n \equiv 7 \pmod{8} . \tag{3.17}$$

4. The generating function for $r_3$ \[17\] is third power of $\theta$ function $\theta_3$.

$$\sum_{n \geq 0} r_3(n)x^n = \theta_3^3(n) = 1 + 6x + 12x^2 + 8x^3 + 6x^4 + 24x^5 + 24x^6 + 12x^8 + 30x^9 + \ldots . \tag{3.18}$$

This representation follows trivially from the definition of $\theta$ function as sum $\sum_{n=-\infty}^{\infty} x^{n^2}$.
3.3 What can one say about the behavior of $r_3(n)$?

The behavior of $h(-p)$ for large primes is not easy to deduce without numerical calculations which probably get too heavy for primes of order $M_{127}$. The definition involves sum of $p$ terms labeled by $r = 1, ..., p$, and each term is a product of terms expressible as a product over the prime factors of $r$ with over all term being a sign factor. "Interference" effects between terms of different sign are obviously possible in this kind of situation and one might hope that for large primes these effects imply wild fluctuations of $r_3(p)$.

3.3.2 Simplified formula for $r_3(D)$

Recall that the proportionality of $r_3(|D|)$ to the ideal class number $h(D)$ is for $D < -4$ given by

$$r_3(|D|) = 12[1 - \left(\frac{D}{2}\right)]h(D). \quad (3.19)$$

The expression for the Kronecker symbol appears in the formula as well as formulas to be discussed below and reads as

$$\left(\frac{D}{2}\right) = \begin{cases} 
0 & \text{if } D \text{ is even}, \\
1 & \text{if } D = -1 \pmod{8}, \\
-1 & \text{if } D = \pm 3 \pmod{8}. 
\end{cases} \quad (3.20)$$

The proportionality factor vanishes for $D = 2^{2r}(8m + 7)$ and equals to 12 for even values of $D$ and to 24 for $D = \pm 3 \pmod{8}$.

To get more detailed information about $r_3$ one can begin from class number formula \[2\] for $D < -4$ reading as

$$h(D) = \frac{1}{|D|} \sum_{r=1}^{|D|} r \left(\frac{D}{r}\right). \quad (3.21)$$

Each Jacobi symbol $\left(\frac{D}{r}\right)$ decomposes to a product of Legendre and Kronecker symbols $\left(\frac{D}{p_i}\right)$ in the decomposition of odd integer $r$ to a product of primes $p_i$.

For $\left(\frac{D}{p_i}\right) = 1$, $p_i$ splits into a product of primes in quadratic extension generated by $\sqrt{D}$. If it vanishes $p_i$ is square of prime in the quadratic extension. In the recent case neither of these options are possible for the primes involved as is easy to see by using the definition of algebraic integers. Hence one has $\left(\frac{D}{p_i}\right) = -1$ for all odd primes to transform the formula for $D < -4$ to the form

\begin{align*}
  h(D) &= \frac{1}{|D|} \sum_{r=1}^{|D|} r \left(\frac{D}{2}\right)^{\nu_2(r)} (-1)^{\Omega(r) - \nu_2(r)} \\
  &= \frac{1}{|D|} \sum_{r=1}^{|D|} r \left(\frac{D}{2}\right)^{\nu_2(r)} (-1)^{\Omega(r)} . \quad (3.22)
\end{align*}

Here $\nu_2(r)$ characterizes the power of 2 appearing in $r$ and $\Omega(r)$ is the number of prime divisors of $r$ with same divisor counted so many times as it appears. Hence the sign factor is same for all integers $r$ which are obtained from the same square free integer by multiplying it by a product of even powers of primes.

Consider next various special cases.

1. For even values $D < -4$ (say $D = -2M_n$) only odd integers $r$ contribute to the sum since the Kronecker symbols vanish for even values of $r$. 

3.3 What can one say about the behavior of $r_3(n)$?

$$h(D = 2d) = \frac{1}{|D|} \sum_{1 \leq r < |D| \text{ odd}} r (-1)^{\Omega(r)}$$

(3.23)

2. For $D = \pm 1 \pmod{8}$, the factors $\left(\frac{D}{2}\right) = -1$ implies that one can forget the factors of 2 altogether in this case (note that for $D = -1 \pmod{8}$ $r_3(|D|)$ vanishes unlike $h(D)$).

$$h(D = \pm 1) = \frac{1}{|D|} \sum_{r=1}^{|D|} r (-1)^{\Omega(r)}$$

(3.24)

3. For $D = \pm 3 \pmod{8}$, the factors $\left(\frac{D}{2}\right) = 1$ implies that one has

$$h(D = \pm 3) = \frac{1}{|D|} \sum_{r=1}^{|D|} r (-1)^{\Omega(r) - \nu_2(r)}$$

(3.25)

The magnitudes of the terms in the sum increase linearly but the sign factor fluctuates wildly so that the value of $h(-p)$ varies chaotically but must be divisible by $p$ and negative since $r_3(p)$ must be a positive integer. Even in this form the calculation of $r_3(p)$ requires summation over $p$ terms so that for $M_{127}$ the number of terms is still huge.

3.3.3 Could thermodynamical analogy help?

For $D < -4$ $h(D)$ is expressible in terms of sign factors determined by the number of prime factors or odd prime factors modulo two for integers or odd integers $r < D$. This raises hopes that $h(D)$ could be calculated for even large values of $D$.

1. Consider first the case $D = \pm 1 \pmod{8})$. The function $\lambda(r) = (-1)^{\Omega(r)}$ is known as Liouville function [12]. From the product expansion of zeta function in terms of ”prime factors” it is easy to see that the generating function for $\lambda(r)$

$$\sum_n \lambda(n) n^{-s} = \frac{\zeta(2s)}{\zeta(s)} = \frac{1}{\zeta_F(s)}$$

$$\zeta(s) = \prod_p (1 - p^{-s})^{-1} \quad \zeta_F(s) = \prod_p (1 + p^{-s})^{-1}$$

Recall that $\zeta(s)$ resp. $\zeta_F(s)$ has a formal interpretation as partition functions for the thermodynamics of bosonic resp. fermionic system. This representation applies to $h(D = \pm 1 \pmod{8})$.

2. For $D = 2d$ the representation is obtained just by dropping away the contribution of all even integers from Liouville function and this means division of $(1 + 2^{-s})$ from the fermionic partition function $\zeta_F(s)$. The generating function is therefore

$$\sum_{n \text{ odd}} \lambda(n) n^{-s} = \prod_{p \text{ odd}} (1 + p^{-s})^{-1} = (1 + 2^{-s}) \frac{1}{\zeta_F(s)}$$

(3.27)
3.3 What can one say about the behavior of $r_3(n)$?

For $h(D = \pm 3(\text{mod} 8))$. One most modify the Liouville function by replacing $\Omega(r)$ by the number of odd prime factors but allow also even integers $r$. The generating function is now

$$
\sum_n \lambda(n)(-1)^{\nu_2(n)} n^{-s} = \frac{1}{1 - 2^{-s}} \prod_{p \text{ odd}} (1 + p^{-s})^{-1} = \frac{1}{1 - 2^{-s}} \zeta_F(s).
$$

The generating functions raise the hope that it might be possible to estimate the values of the $h(D)$ numerically for large values of $D$ using a thermodynamical analogy.

1. $h(D)$ is obtained as a kind of thermodynamical average $\langle r(-1)^{\Omega(r)} \rangle$ for particle number $r$ weighted by a sign factor telling the number of divisors interpreted as particle number. $s$ plays the role of the inverse of the temperature and infinite temperature limit $s = 0$ is considered. One can also interpret this number as difference of average particle number for states restricted to contain even resp. odd particle number identified as the number of prime divisors with 2 and even particle numbers possibly excluded.

2. The average is obtained at temperature corresponding to $s = 0$ so that $n^{-s} = 1$ holds true identically. The upper bound $r < D$ means cutoff in the partition sum and has interpretation as an upper bound on the energy $\log(r)$ of many particle states defined by the prime decomposition. This means that one must replace Riemann zeta and its analogs with their cutoffs with $n \leq |D|$. Physically this is natural.

3. One must consider bosonic system all the cases considered. To get the required sign factor one must associated to the bosonic partition functions assigned with individual primes in $\zeta(s)$ the analog of chemical potential term $\exp(-\mu/T)$ as the sign factor $\exp(i\pi) = -1$ transforming $\zeta$ to $1/\zeta_F$ in the simplest case.

One might hope that one could calculate the partition function without explicitly constructing all the needed prime factorizations since only the number of prime factors modulo two is needed for $r \leq |D|$.  

3.3.4 Expression of $r_3(p)$ in terms of Dirichlet L-function

It is known [13] that the function $r_3(D)$ is proportional to $\zeta_F(L(1, \chi(D)))$ [5]:

$$
\begin{align*}
\chi(n, D) &= 12\sqrt{D}/\pi L(1, \chi(D)) , \\
L(s, \chi) &= \sum_{n>0} \chi(n, D) n^{-s} .
\end{align*}
$$

(3.29)

$\chi(n, D)$ is Dirichlet character [4] which is periodic and multiplicative function - essentially a phase factor- satisfying the conditions

$$
\begin{align*}
\chi(n, D) &\neq 0 & \text{if } n \text{ and } D \text{ have no common divisors } > 1 , \\
\chi(n, D) &= 0 & \text{if } n \text{ and } D \text{ have a common divisor } > 1 , \\
\chi(mn, D) &= \chi(m, D)\chi(n, D) , & \chi(m + D, D) = \chi(m, D) , \\
\chi(1, D) &= 1 .
\end{align*}
$$

(3.30)

1. $L(1, \chi(D))$ varies in average sense slowly but fluctuates wildly between certain bounds. One can say that there is local chaos.

The following estimates for the bounds are given in [13]:

3.3 What can one say about the behavior of $r_3(n)$?

\[
c_1(D) \equiv k_1 \log(\log(D)) < L_1(1, \chi(D)) < c_2(D) \equiv k_2 \log(\log(D)) . \tag{3.31}
\]

Also other bounds are represented in the article.

3.3.5 Could preferred integers correspond to the maxima of Dirichlet L-function?

The maxima of Dirichlet L-function are excellent candidates for the local maxima of $r_3(D)$ since $\sqrt{D}$ is slowly varying function.

1. As already found, Mersenne primes and integers cannot represent pronounced maxima of $r_3(n)$ since there are no representation as a sum of three squares and the proportionality constant vanishes. In this special case it does not matter whether L-function has a maximum or not.

   (a) Could just the fact that the representation in terms of three primes is not possible, select Mersenne primes $M_n > 3$ as preferred ones? For $SU(2)$, which is covering group of $SO(3)$ the representation as a sum of four squares is possible. Could it be that the spin 1/2 character of the fermionic building blocks of elementary particles means that a representation as sum of four squares is what matters. But why the non-existence of representation as a sum of three squares might make Mersenne primes so special?

   (b) Mersenne prime multiplied by odd power of two satisfies the condition and some of these square free integers might correspond to pronounced maxima.

2. Could also primes near power of 2 define maxima? Unfortunately, the calculations of [13] involve averaging, minimum, and maximum over $10^6$ integers in the ranges $n \times 10^6 < D < (n+1) \times 10^6$, so that they give very slowly varying maximum and minimum.

3. Could Dirichlet function have some kind of fractal structure such that for any prime one would have approximate factorization? The naivest guesses would be $L(1, \chi_{kl}) \approx f_1(k)L(1, \chi_l)$ with $k = 2^s$. This would mean that the primes for which $D(1, \chi_p)$ is maximum would be of special importance.

4. p-Adic fractality and effective p-adic topology inspire the question whether L-function is p-adic fractal in the regions above certain primes defining effective p-adic topology $D(1, \chi_{p^s}) \approx f_1(k)DK(1, \chi_p)$ for preferred primes.

3.3.6 Interference as a helpful physical analogy?

Could one use physical analog such as interference for the terms of varying sign appearing in L-function to gain some intuition about the situation?

1. One could interpret L-function as a number theoretic Fourier transform with $D$ interpreted as a wave vector and one has an interference of infinite number of terms in position space whose points are labelled by positive integers defining a half - lattice with unit lattice length. The magnitude of $n$:th summand $1/n$ and its phase is periodic with period $D = kp$. The value of the Fourier component is finite except for $D = 0$ which corresponds to Riemann Zeta at $s = 1$. Could this means that the Fourier component behaves roughly like $1/D$ apart from an oscillating multiplicative factor.

2. The number theoretic counterparts of plane waves are special in that besides D-periodicity they are multiplicative making them analogs of logarithmic waves. For ordinary Fourier components one additivity in the sense that $\Psi(k_1 + k_2) = \Psi(k_1)\Psi(k_2)$. Now one has $\Psi(k_1k_2) = \Psi(k_1)\Psi(k_2)$ so that log($D$) corresponds to ordinary wave vector. p-Adic fractality is an analog for periodicity in the sense of logarithmic waves so that powers rather than integer multiples of the basic scale define periodicity. Could the multiplicative nature of Dirichlet characters imply p-adic - or at least 2-adic - fractality, which also means logarithmic periodicity?

3. Could one say that for these special primes a constructive interference takes place in the sum defining the L-function. Certainly each prime represents the analog of fundamental wavelength whose multiples characterize the summands. In frequency space this would mean fundamental frequency and its sub-harmonics.
3.3 What can one say about the behavior of $r_3(n)$?

3.3.7 Period doubling as physical analogy?

1. For $k = 4$ all scales are present because of the multiplicative nature of $\sigma$ function. Now only the Dirichlet characters are multiplicative which suggests that only few integers define preferred scales? Prime power multiples of the basic scale are certainly good candidates for preferred scales but amongst them must be some very special prime powers. $p = 2$ is the only even prime so that it is the first guess.

2. Could the system be chaotic or nearly chaotic in the sense of period doubling so that octaves of preferred primes interfere constructively? Why constructively? Could complete chaos -interpreted as randomness- correspond to a destructive interference and minimum of the L-function?

3. What about scalings by squares of a given prime? It seems that these scalings cannot be excluded by any simple argument. The point is that $r_3(n)$ contains also the factor $\sqrt{n}$ which must transform by integer in the scaling $n \to k\,n$. Therefore $k$ must be power of square.

This leaves two extreme options. Both options are certainly testable by simple numerical calculations for small primes. For instance one can use generating function $\theta_3^*(x) = \sum r_3(n)x^n$ to kill the conjectures.

1. The first option corresponds to scalings by all integers that are squares. This option is also consistent with the condition $n \neq 2^k(8m + 7)$ since both the scaling by a square of odd prime and by a square of 2 preserve this condition since one has $n^2 = 1 \pmod{8}$ for odd integers. This is also consistent with the finding that $r_3(n) = 1$ holds true only for a finite number of integers. A simple numerical calculation for the sums of 3 squares of 16 first integers demonstrates that the conjecture is wrong.

2. The second option corresponds only to the scaling by even powers of two and is clearly the minimal option. This period quadrupling for $n$ corresponds to period doubling for the components of 3-vector. A calculation of the sums of squares of the 16 first integers demonstrates that for $n = 3, 6, 9, 11,...$ the conjecture the value of $r_3(n)$ is same so that the conjecture might hold true! If it holds true then Dirichlet L-function should suffer scaling by $2^{-r}$ in the scaling $n \to 2^r\,n$. The integer solutions for $n$ scaled by $2^r$ are certainly solutions for $2^{2r}\,n$. Quite generally, one has $r_3(m^2\,n) \geq r_3(n)$ for any integer $m$. The non-trivial question is whether some new solutions are possible when the scaling is by $2^{2r}$.

A simple argument demonstrates that there cannot be any other solutions to $\sum_{i=1}^{3} m_i^2 = 2^{2r}n$ than the the scaled up solutions $m_i = 2n_i$ obtained from $\sum_{i=1}^{3} n_i^2 = n$. This is seen by noticing that non-scaled up solutions must contain 1, 2, or 3 integers $m_i$, which are odd. For this kind of integers one has $m^2 = 1 \pmod{4}$ so that the sum ($\sum_i m_i^2$) $\equiv$ 1, 2, or 3 (mod 4) whereas the the right hand side vanishes mod 4.

3. If $D$ is interpreted as wave vector, period quadrupling could be interpreted as a presence of logarithmic wave in wave-vector space with period $2\log(2)$.

3.3.8 Which preferred primes could winners in the number theoretic evolution?

Since the invariance under scalings by even powers of two holds true in strong sense, it is enough to find which square free integers satisfying the basic condition correspond to the maxima of Dirichlet function.

1. Mersenne primes (same applies to Mersenne numbers) certainly do not satisfy the condition but their odd power multiples do. The study of the situation for the smallest Mersenne primes indeed shows that for $n = 2M_k$ for $M_k = 3, 7, 31, 127\, r_3(n)$ has a local maximum. For Mersenne integers $m = 2M_n$ with $n = 3, 5, 6, 7, 9, 12$ the ratio $r_3(n)/\sqrt{n}$ proportional to Dirichlet L-function is larger than 1.5 in the range $k \in [1, 40000]$. The maximum occurs for $n = 12$ and is equal to 2.25. $n = 3, 5, 7$ correspond to Mersenne primes and $n = 6, 9, 12$ to Mersenne integers divisible by the Mersenne primes associated with the factors of $n$, in particular all are divisible by $M_3 = 7$ so that $M_3 = 7$ sees to be a lucky number. For $n = 4, 8, 10, 11, 13$ the values
4. How quantum arithmetics affects basic TGD and TGD inspired view about life and consciousness?

The vision about real and p-adic physics as completions of rational physics or physics associated with extensions of rational numbers is central element of number theoretical universality. The physics in the extensions of rationals are assigned with the interaction of real and p-adic worlds.

1. At the level of the world of classical worlds (WCW) the points in the intersection of real and p-adic worlds are 2-surfaces defined by equations making sense both in real and p-adic sense. Rational functions with polynomials having rational (or algebraic coefficients in some extension of rationals) would define the partonic 2-surface. One can of course consider more stringent formulations obtained by replacing 2-surface with certain 3-surfaces or even by 4-surfaces.

2. At the space-time level the intersection of real and p-adic worlds corresponds to rational points common to real partonic 2-surface obeying same equations (the simplest assumption). This

3. The following argument favors primes of form $p = 2^{2r}(8k + 7)$ and therefore Mersenne primes.

   (a) One could generalize the quantum arithmetics in such a manner that the primes associated with algebraic integers are mapped to corresponding quantum primes. If the preferred ordinary prime does not decompose to generalized primes in the extension, there are no problems: this prime would still mapped to zero but in general new quantum primes would be transcendental numbers.

   (b) If the decomposition to primes is not unique for a general ordinary prime ($h(-p) > 1$), problems are encountered since the quantum decompositions corresponding to two compositions to more general primes need not be identical. The manner to solve this problem would be simple in the case of quadratic extensions (but not generally): allow only the primes $p = 2^{2r}(8k + 7)$ as preferred primes mapped to zero. In a given algebraic extension only those ordinary primes which do not split to produces of new primes could define quantum extensions.

   (c) The higher the algebraic dimension of the extension of rationals, the smaller the number of preferred ordinary primes able to define the quantum arithmetics. Could this mechanism gradually select preferred primes in the number theoretical evolution by quantum jumps leading to increasingly larger algebraic extensions of rationals?

4. Note that the scaling invariance under powers of 4 does not correspond to 2-adic fractality (or equivalently continuity). 2-Adic fractality of $r_3$ would state that $r_3(n)$ and $r_3(n + 2^r)$ do not differ much for large enough $r$ so that there is continuity in 2-adic topology: here $r_3(n)$ could be as real or 2-adic integer. 2-adic fractality could explain why primes near prime powers of two since the addition of a large power $2^s$ to the integer $kp$ having representation $kp = 2^s(8l + m)$ leaves this representation invariant. If $r_3(n)$ behaves as 2-adic number then for large values of $2^s$ the addition could give $r_3(n + m2^s) = r_3(n) + m_2^{2s_1}$, $s_1 > 1$ so that large primes near power of two would have large alue of $r_3$ which is in 2-adic sense is strongly correlated with the value of $r_3$ for rather small integers $n$. The smoothed out behavior $r_3 \propto \sqrt{n}$ as real valued function poses constraints on possible 2-adic fractality. The study of $r_3$ for $n = 3 + 2^r$ does not however support 2-adic fractality for smaller values of $r$ ($r < 9$): about larger values one cannot say anything without heavy numerical calculations.

4 How quantum arithmetics affects basic TGD and TGD inspired view about life and consciousness?

The vision about real and p-adic physics as completions of rational physics or physics associated with extensions of rational numbers is central element of number theoretical universality. The physics in the extensions of rationals are assigned with the interaction of real and p-adic worlds.
conforms with the vision that finite measurement resolution implies discretization at the level of partonic 2-surfaces and replaces light-like 3-surfaces and space-like 3-surfaces at the ends of causal diamonds with braids so that almost topological QFT is the outcome.

How does the replacement of rationals with quantum rationals modify quantum TGD and the TGD inspired vision about quantum biology and consciousness?

4.1 What happens to p-adic mass calculations and quantum TGD?

The basic assumption behind the p-adic mass calculations and all applications is that one can assign to a given partonic 2-surface (or even light-like 3-surface) a preferred p-adic prime (or possibly several primes).

The replacement of rationals with quantum rationals in p-adic mass calculations implies effects, which are extremely small since the difference between rationals and quantum rationals is extremely small due to the fact that the primes assignable to elementary particles are so large ($M_{127} = 2^{127} - 1$ for electron). The predictions of p-adic mass calculations remains almost as such in excellent accuracy. The bonus is the uniqueness of the canonical identification making the theory unique.

The problem of the original p-adic mass calculations is that the number of common rationals (plus possible algebraics in some extension of rationals) is same for all primes $p$. What is the additional criterion selecting the preferred prime assigned to the elementary particle?

Could the preferred prime correspond to the maximization of number theoretic negentropy for a quantum state involved and therefore for the partonic 2-surface by quantum classical correspondence? The solution ansatz for the modified Dirac equation indeed allows this assignment [4]: could this provide the first principle selecting the preferred p-adic prime? Here the replacement of rationals with quantum rationals improves the situation dramatically.

1. Quantum rationals are characterized by a quantum phase $q = \exp(\frac{i2\pi}{p})$ and thus by prime $p$ (in the most general but not so plausible case by an integer $n$). The set of points shared by real and p-adic partonic 2-surfaces would be discrete also now but consist of points in the algebraic extension defined by the quantum phase $q = \exp(\frac{i2\pi}{p})$.

2. What is of crucial importance is that the number of common quantum rational points of partonic 2-surface and its p-adic counterpart would depend on the p-adic prime $p$. For some primes $p$ would be large and in accordance with the original intuition this suggests that the interaction between p-adic and real partonic 2-surface is stronger. This kind of prime is the natural candidate for the p-adic prime defining effective p-adic topology assignable to the partonic 2-surface and elementary particle. Quantum rationals would thus bring in the preferred prime and perhaps at the deepest possible level that one can imagine.

4.2 What happens to TGD inspired theory of consciousness and quantum biology?

The vision about rationals as common to reals and p-adics is central for TGD inspired theory of consciousness and the applications of TGD in biology.

1. One can say that life resides in the intersection of real and p-adic worlds. The basic motivation comes from the observation that number theoretical entanglement entropy can have negative values and has minimum for a unique prime [6]. Negative entanglement entropy has a natural interpretation as a genuine information and this leads to a modification of Negentropy Maximi-

What happens at the level of ensemble in TGD Universe is an interesting question. The pessimistic view [6, 2] is that the generation of negentropic entanglement is accompanied by entropic entanglement somewhere else guaranteeing that second law still holds true. Living matter would be bound to pollute its environment if the pessimistic view is correct. I cannot
decide whether this is so: this seems like deciding whether Riemann hypothesis is true or not or perhaps unprovable.

2. Replacing rationals with quantum rationals however modifies somewhat the overall vision about what life is. It would be quantum rationals which would be common to real and p-adic variants of the partonic 2-surface. Also now an algebraic extension of rationals would be in question so that the proposal would be only more specific. The notion of number theoretic entropy still makes sense so that the basic vision about quantum biology survives the modification.

3. The large number of common points for some prime would mean that the quantum jump transforming p-adic partonic 2-surface to its real counterpart would take place with a large probability. Using the language of TGD inspired theory of consciousness one would say that the intentional powers are strong for the conscious entity involved. This applies also to the reverse transition generating a cognitive representation if p-adic-real duality induced by the canonical identification is true. This conclusion seems to apply even in the case of elementary particles. Could even elementary particles cognize and intend in some primitive sense? Intriguingly, the secondary p-adic time scale associated with electron defining the size of corresponding CD is .1 seconds defining the fundamental 10 Hz bio-rhythm. Just an accident or something very deep: a direct connection between elementary particle level and biology perhaps?

5 Appendix: Some number theoretical functions

Explicit formulas for the number \( r_k(n) \) of the solutions to the conditions \( \sum x_k^2 = n \) are known and define standard number theoretical functions closely related to the quadratic algebraic extensions of rationals. The formulas for \( r_k(n) \) require some knowledge about the basic number theoretical functions to be discussed first. Wikipedia contains a good overall summary about basic arithmetic functions including the most important multiplicative and additive arithmetic functions.

Included are character functions which are periodic and multiplicative: examples are symbols \((m/n)\) assigned with the names of Legendre, Jacobi, and Kronecker as well as Dirichlet character.

5.1 Characters and symbols

5.1.1 Principal character

Principal character \( \chi(n) \) distinguishes between three situations: \( n \) is even, \( n = 1 \) (mod 4), and \( n = 3 \) (mod 4) and is defined as

\[
\chi(n) = \left( \frac{-4}{n} \right) = \begin{cases} 
0 & \text{if } n=0 \text{ (mod 2)} \\
+1 & \text{if } n = 1 \text{ (mod 4)} \\
-1 & \text{if } n = 3 \text{ (mod 4)} 
\end{cases}
\] (5.1)

Principal character is multiplicative and periodic with period \( k = 4 \).

5.1.2 Legendre and Kronecker symbols

Legendre symbol \( \left( \frac{n}{p} \right) \) characterizes what happens to ordinary primes in the quadratic extensions of rationals. Legendre symbol is defined for odd integers \( n \) and odd primes \( p \) as

\[
\left( \frac{n}{p} \right) = \begin{cases} 
0 & \text{if } n = 0 \text{ (mod p)} \\
+1 & \text{if } n \neq 0 \text{ (mod p)} \text{ and } n = x^2 \text{ (mod p)} \\
-1 & \text{if there is no such } x 
\end{cases}
\] (5.2)

When \( D \) is so called fundamental discriminant- that is discriminant \( D = b^2 - 4c \) for the equation \( x^2 - bx + c = 0 \) with integer coefficients \( b, c \), Legendre symbols tells what happens to ordinary primes in the extension:
1. \((\frac{D}{p}) = 0\) tells that the prime in question divides \(D\) and that \(p\) is expressible as a square in the quadratic extension of rationals defined by \(\sqrt{D}\).

2. \((\frac{D}{p}) = 1\) tells that \(p\) splits into a product of two different primes in the quadratic extension.

3. For \((\frac{D}{p}) = -1\) the splitting of \(p\) does not occur.

This explains why Legendre symbols appear in the ideal class number \(h(D)\) characterizing the number of different splittings of primes in quadratic extension.

Legendre symbol can be generalized to Kronecker symbol well-defined for also for even integers \(D\).

The multiplicative nature requires only the definition of \((\frac{n}{2})\) for arbitrary \(n\):

\[
(\frac{n}{2}) = \begin{cases} 
0 & \text{if } n \text{ is even} \\
(-1)^{\frac{n-1}{2}} & \text{if } n \text{ is odd}
\end{cases}
\]  

(5.3)

Kronecker symbol for \(p = 2\) tells whether the integer is even, and if odd whether \(n = \pm 1 \pmod{8}\) or \(a = \pm 3 \pmod{8}\) holds true. Note that principal character \(\chi(n)\) can be regarded as Dirichlet character \((\frac{-4}{n})\).

For \(D = p\) quadratic reciprocity [14] allows to transform the formula

\[
\chi_D(n) = (-1)^{(p-1)/2}(-1)^{(n-1)/2} \left(\frac{p}{n}\right) = (-1)^{(p-1)/2}(-1)^{(n-1)/2} \prod_{\text{p}_i \mid n} \left(\frac{p}{p_i}\right).
\]  

(5.4)

5.1.3 Dirichlet character

Dirichlet character [4] \((\frac{a}{n})\) is also a multiplicative function. Dirichlet character is defined for all values of \(a\) and odd values of \(n\) and is fixed completely by the conditions

\[
\chi_D(k) = \chi_D(k + D), \quad \chi_D(kl) = \chi_D(k) \chi_D(l),
\]

If \(D \mid n\) then \(\chi_D(n) = 0\), otherwise \(\chi_D(n) \neq 0\).

(5.5)

Dirichlet character associated with quadratic residues is real and can be expressed as

\[
\chi_D(n) = \left(\frac{n}{D}\right) = \prod_{\text{p}_i \mid D} \left(\frac{n}{p_i}\right).
\]  

(5.6)

Here \(\left(\frac{n}{p_i}\right)\) is Legendre symbol described above. Note that the primes \(p_i\) are odd. \((\frac{2}{7}) = 1\) holds true by definition.

For prime values of \(D\) Dirichlet character reduces to Legendre symbol. For odd integers Dirichlet character reduces to Jacobi symbol defined as a product of the Legendre symbols associated with the prime factors. For \(n = p^k\) Dirichlet character reduces to \((\left(\frac{n}{p}\right))^k\) and is non-vanishing only for odd integers not divisible by \(p\) and containing only odd prime factors larger than \(p\) besides power of 2 factor.

5.2 Divisor functions

Dirichlet functions [6] \(\sigma_k(n)\) are defined in terms of the divisors \(d\) of integer \(n\) with \(d = 1\) and \(d = n\) included and are also multiplicative functions. \(\sigma_k(n)\) is defined as

\[
\sigma_k(n) = \sum_{d \mid n} d^k.
\]  

(5.7)
and can be expressed in terms of prime factors of $n$ as

$$\sigma_k(n) = \sum_i (p_i^{k_1} + p_i^{k_2} + \ldots + p_i^{a_i k}) .$$

(5.8)

$\sigma_1 \equiv \sigma$ appears in the formula for $r_4(n)$. The figures in Wikipedia [9] give an idea about the locally chaotic behavior of the sigma function.

5.3 Class number function and Dirichlet L-function

In the most interesting $k = 3$ case the situation is more complicated and more refined number theoretic notions are needed. The function $r_3(D)$ is expressible in terms of so called class number function $h(n)$ characterizing the order of the ideal class group for a quadratic extension of rationals associated with $D$, which can be negative. In the recent case $D = -p$ is of special interest as also $D = -kp$, especially so for $k = 2l$. $h(n)$ in turn is expressible in terms of Dirichlet L-function so that both functions are needed.

1. Dirichlet L-function [5] can be regarded as a generalization of Riemann zeta and is also conjectured to satisfy Riemann hypothesis. Dirichlet L-function can be assigned to any Dirichlet character $\chi_D$ appearing in it as a function valued parameter and is defined as

$$L(s, \chi_D) = \sum_n \frac{\chi_D(n)}{n^s} .$$

(5.9)

For $\chi_1 = 1$ one obtains Riemann Zeta. Also L-function has expression as product of terms associated with primes converging for $Re(s) > 1$, and must be analytically continued to get an analytic function in the entire complex plane. The value of L-function at $s = 1$ is needed and for Riemann zeta this corresponds to pole. For Dirichlet zeta the value is finite and $L(1, \chi_{-n})$ indeed appears in the formula for $r_3(n)$.

2. Consider next what class number function $h$ means.

(a) Class number function [2] characterizes quadratic extensions defined by $\sqrt{D}$ for both positive and negative values of $D$. For these algebraic extensions the prime factorization in the ring of algebraic integers need not be unique. Algebraic integers are complex algebraic numbers which are not solutions of a polynomial with coefficients in $Z$ and with leading term with unit coefficient. What is important is that they are closed under addition and multiplication. One can also defined algebraic primes. For instance, for the quadratic extension generated by $\sqrt{\pm 5}$ algebraic integers are of form $m + n\sqrt{\pm 5}$ since $\sqrt{\pm 5}$ satisfies the polynomial equation $x^2 = \pm 5$.

Given algebraic integer $n$ can have several prime decompositions: $n = p_1p_2 = p_3p_4$, where $p_i$ algebraic primes. In a more advance treatment primes correspond to ideals of the algebra involved: obviously algebra of algebraic integers multiplied by a prime is closed with respect to multiplication with any algebraic integer.

A good example about non-unique prime decomposition is $6 = 2 \times 3 = (1+\sqrt{-5})(1-\sqrt{-5})$ in the quadratic extension generated by $\sqrt{-5}$.

(b) Non-uniqueness means that one has what might be called fractional ideals: two ideals $I$ and $J$ are equivalent if one can write $(a)J = (b)I$ where $(a)$ is the integer ideal consisting of algebraic integers divisible by algebraic integer $n$. This is the counterpart for the non-uniqueness of prime decomposition. These ideals form an Abelian group known as ideal class group [10]. For algebraic fields the ideal class group is always finite.

(c) The order of elements of the ideal class group for the quadratic extension determined by integer $D$ can be written as
Here \( h(D) \) denotes the value of Dirichlet character. In the recent case \( D \) is negative.

3. It is perhaps not completely surprising that one can express \( r_3(|D|) \) characterizing quadratic form in terms of \( h(D) \) charactering quadratic algebraic extensions as

\[
r_3(|D|) = 12\left(1 - \frac{D}{2}\right)h(D), \quad D < -4.
\]

Here \( \left( \frac{D}{2} \right) \) denotes Kronecker symbol.
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Abstract.

In a similar way as passing from Euclidean Geometry to Non-Euclidean Geometry, we can pass from Subluminal Physics to Supraluminal Physics, and further to Instantaneous Physics. In the lights of two consecutive successful CERN experiments with superluminal particles in the Fall of 2011, we believe that these two new fields of research should begin developing.

Introduction.

Let’s start by recalling the history of geometry in order to connect it with the history of physics.

Then we present the way of S-denying a law (or theory) and building a spectrum of spaces where the same physical law (or theory) has different forms, then we mention the S-multispace with its multistructure that may be used to the Unified Field Theory by employing a multifield.

It is believed that the S-multispace with its multistructure is the best candidate for 21st century Theory of Everything in any domain.

1. Geometry’s History.

As in Non-Euclidean Geometry, there are models that validate the hyperbolic geometric and of course invalidate the Euclidean geometry, or models that validate the elliptic geometry and in consequence they invalidate the Euclidean geometry and the hyperbolic geometry.

Now, we can mix these geometries and construct a model in which an axiom is partially validated and partially invalidated, or the axiom is only invalidated but in multiple different ways [1]. This operation produces a degree of negation of an axiom, and such geometries are hybrid. We can in general talk about the degree of negation of a scientific entity P, where P can be a theorem, lemma, property, theory, law, etc.

2. S-Denying of a Theory.

Let’s consider a physical space S endowed with a set of physical laws L, noted by (S, L), such that all physical laws L are valid in this space S.
Then, we construct another physical space (or model) \( S_1 \) where a given law has a different form, afterwards another space \( S_2 \) where the same law has another form, and so on until getting a spectrum of spaces where this law is different.

We thus investigate spaces where anomalies occur [2].

3. **Multispace Theory.**

In any domain of knowledge, multispace (or S-multispace) with its multistructure is a finite or infinite (countable or uncountable) union of many spaces that have various structures. The spaces may overlap [3].

The notions of multispace (also spelt multi-space) and multistructure (also spelt multi-structure) were introduced by the author in 1969 under his idea of hybrid science: combining different fields into a unifying field (in particular combinations of different geometric spaces such that at least one geometric axiom behaves differently in each such space), which is closer to our real life world since we live in a heterogeneous multispace. Today, this idea is accepted by the world of sciences. S-multispace is a qualitative notion, since it is too large and includes both metric and non-metric spaces.

A such multispace can be used for example in physics for the Unified Field Theory that tries to unite the gravitational, electromagnetic, weak and strong interactions by constructing a **multifield** formed by a gravitational field united with an electromagnetic field united with a weak-interactions field and united with a strong-interactions field.

Or in the parallel quantum computing and in the mu-bit theory, in multi-entangled states or particles and up to multi-entangles objects.

We also mention: the algebraic multispace (multi-groups, multi-rings, multi-vector spaces, multi-operation systems and multi-manifolds, also multi-voltage graphs, multi-embedding of a graph in an n-manifold, etc.) or structures included in other structures, geometric multispace (combinations of Euclidean and Non-Euclidean geometries into one space as in S-geometries), theoretical physics, including the Relativity Theory [4], the M-theory and the cosmology, then multi-space models for p-branes and cosmology, etc.

The multispace is an extension of the neutrosophic logic and set, which derived from neutrosophy. Neutrosophy (1995) is a generalization of dialectics in philosophy, and takes into consideration not only an entity \(<A>\) and its opposite \(<\text{anti}A>\) as dialectics does, but also the neutralities \(<\text{neut}A>\) in between. Neutrosophy combines all these three \(<A>, <\text{anti}A>,\) and \(<\text{neut}A>\) together. Neutrosophy is a metaphilosophy.

Neutrosophic logic (1995), neutrosophic set (1995), and neutrosophic probability (1995) have, behind the classical values of truth and falsehood, a third component called indeterminacy (or
neutrality, which is neither true nor false, or is both true and false simultaneously - again a combination of opposites: true and false in indeterminacy).

Neutrosophy and its derivatives are generalizations of the paradoxism (1980), which is a vanguard in literature, arts, and science, based on finding common things to opposite ideas [i.e. combination of contradictory fields].

4. Physics History and Future.

a) With respect to the size of space there are: Quantum Physics which is referring to the subatomic space, the Classical Physics to our intuitive living space, while Cosmology to the giant universe.

b) With respect to the direct influence: the Locality, when an object is directly influenced by its immediate surroundings only, and the Nonlocality, when an object is directly influenced by another distant object without any interaction mediator.

c) With respect to the speed: the Newtonian Physics is referred to low speeds, the Theory of Relativity to subluminal speeds near to the speed of light, while Supraluminal Physics will be referred to speeds greater than c, and Instantaneous Physics to instantaneous motions (infinite speeds).

A physical law has a form in Newtonian physics, another form in Relativity Theory, and different form at Superluminal theory, or at Infinite (Instantaneous) speeds – as above in the S-Denying Theory spectrum.

We get new physics at superluminal speeds and other physics at very very big speed (v >> c) speeds or at instantaneous (infinite) traveling.

At the beginning we have to extend physical laws and formulas to superluminal traveling and afterwards to instantaneous traveling.

For example, what/how would be Doppler effect if the motion of an emitting source relative to an observer is greater than c, or v >> c (much greater than c), or even at instantaneous speed?

Also, what addition rule should be used for superluminal speeds?

Then little by little we should extend existing classical physical theories from subluminal to superluminal and instantaneous traveling.

For example: if possible how would the Theory of Relativity be adjusted to superluminal speeds?
Lately we need to found a general theory that unites all theories at: law speeds, relativistic speeds, superluminal speeds, and instantaneous speeds – as in the S-Multispace Theory.

**Conclusion:**

Today, with many contradictory theories, we can reconcile them by using the S-Multispace Theory.

We also propose investigating new research trends such as Superluminal Physics and Instantaneous Physics. Papers in these new fields of research should be e-mailed to the author by July 1\textsuperscript{st}, 2012, to be published in a collective volume.
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In the present article, we argue that it is possible to generalize Schrödinger equation to describe quantization of celestial systems. While this hypothesis has been described by some authors, including Nottale, here we argue that such a macroquantization was formed by topological superfluid vortices. We also provide derivation of Schrödinger equation from Gross-Pitaevskii-Ginzburg equation, which supports this superfluid dynamics interpretation.

1 Introduction

In the present article, we argue that it is possible to generalize Schrödinger equation to describe quantization of celestial systems, based on logarithmic nature of Schrödinger equation, and also its exact mapping to Navier-Stokes equations [1].

While this notion of macro-quantization is not widely accepted yet, as we will see the logarithmic nature of Schrödinger equation could be viewed as a support of its applicability to larger systems. After all, the use of Schrödinger equation has proved itself to help in finding new objects known as extrasolar planets [2, 3]. And we could be sure that new extrasolar planets are to be found in the near future. As an alternative, we will also discuss an outline for how to derive Schrödinger equation from simplification of Ginzburg-Landau equation. It is known that Ginzburg-Landau equation exhibits fractal character, which implies that quantization could happen at any scale, supporting topological interpretation of quantized vortices [4].

First, let us rewrite Schrödinger equation in its common form [5]

\[ i \frac{\partial}{\partial t} \psi - \frac{\nabla^2}{2m} \psi = U(x) \tag{1} \]

or

\[ i \frac{\partial \psi}{\partial t} = H \psi \tag{2} \]

Now, it is worth noting here that Englman and Yahalom [5] argues that this equation exhibits logarithmic character

\[ \ln \psi(x, t) = \ln \left( \psi(x, t) \right) + i \text{arg} \left( \psi(x, t) \right) \tag{3} \]

Schrödinger already knew this expression in 1926, which then he used it to propose his equation called “eigentliche Wellengleichung” [5]. Therefore equation (1) can be rewritten as follows

\[ 2m \frac{\partial (|\psi|^2)}{\partial t} + 2 \nabla \ln |\psi| \nabla \text{arg} [\psi] + \nabla \nabla \text{arg} [\psi] = 0 \tag{4} \]

Interestingly, Nottale’s scale-relativistic method [2, 3] was also based on generalization of Schrödinger equation to describe quantization of celestial systems. It is known that Nottale-Schumacher’s method [6] could predict new exoplanets in good agreement with observed data. Nottale’s scale-relativistic method is essentially based on the use of first-order scale-differentiation method defined as follows [2]

\[ \frac{\partial V}{\partial (\ln \delta t)} = \beta(V) = a + b V + \ldots \tag{5} \]

Now it seems clear that the natural-logarithmic derivation, which is essential in Nottale’s scale-relativity approach, also has been described properly in Schrödinger’s original equation [5]. In other words, its logarithmic form ensures applicability of Schrödinger equation to describe macro-quantization of celestial systems. [7, 8]

2 Quantization of celestial systems and topological quantized vortices

In order to emphasize this assertion of the possibility to describe quantization of celestial systems, let us quote Fischer’s description [4] of relativistic momentum from superfluid dynamics. Fischer [4] argues that the circulation is in the relativistic dense superfluid, defined as the integral of the momentum

\[ \gamma_s = \oint p_{\mu} dx^\mu = 2\pi N \hbar \tag{6} \]

and is quantized into multiples of Planck’s quantum of action. This equation is the covariant Bohr-Sommerfeld quantization of \( \gamma_s \). And then Fischer [4] concludes that the Maxwell equations of ordinary electromagnetism can be written in the form of conservation equations of relativistic perfect fluid hydrodynamics [9]. Furthermore, the topological character of equation (6) corresponds to the notion of topological electronic liquid, where compressible electronic liquid represents superfluidity [25]. For the plausible linkage between superfluid dynamics and cosmological phenomena, see [16–24].
It is worth noting here, because vortices could be defined as elementary objects in the form of stable topological excitations [4], then equation (6) could be interpreted as Bohr-Sommerfeld-type quantization from topological quantized vortices. Fischer [4] also remarks that equation (6) is quite interesting for the study of superfluid rotation in the context of gravitation. Interestingly, application of Bohr-Sommerfeld quantization for celestial systems is known in literature [7, 8], which here in the context of Fischer’s arguments it has special meaning, i.e. it suggests that quantization of celestial systems actually corresponds to superfluid-quantized vortices at large-scale [4]. In our opinion, this result supports known experiments suggesting neat correspondence between condensed matter physics and various cosmology phenomena [16–24].

To make the conclusion that quantization of celestial systems actually corresponds to superfluid-quantized vortices at large-scale a bit conceivable, let us consider the problem of quantization of celestial orbits in solar system.

In order to obtain planetary orbit prediction from this hypothesis we could begin with the Bohr-Sommerfeld’s conjecture of quantization of angular momentum. This conjecture may originate from the fact that according to BCS theory, superconductivity can exhibit macroquantum phenomena [26, 27]. In principle, this hypothesis starts with the hypothesis which here in the context of Fischer’s arguments it can be rewritten in the known form of gravitational Bohr-type radius [2, 7, 8]

$$ r = \frac{n^2 G M m}{\pi^2 \hbar} $$

where \( r \), \( n \), \( G \), \( M \), \( m \) represents orbit radii, quantum number \( n \), Newton gravitation constant, and mass of the nucleus of orbit, and specific velocity, respectively. In this equation (11), we denote \[28\]

$$ v_0 = \frac{2\pi}{g} G M m. $$

The value of \( m \) is an adjustable parameter (similar to \( g \)) [7, 8]. In accordance with Nottale, we assert that the specific velocity \( v_0 \) is 144 km/sec for planetary systems. By noting that \( m \) is meant to be mass of celestial body in question, then we could find \( g \) parameter (see also [28] and references cited therein).

Using this equation (11), we could predict quantization of celestial orbits in the solar system, where for Jovian planets we use least-square method and use \( M \) in terms of reduced mass \( \mu = \frac{(M_1 + M_2)}{M_1 M_2} \). From this viewpoint the result is shown in Table 1 below [28].

For comparison purpose, we also include some recent observation by Brown-Trujillo team from Caltech [29–32]. It is known that Brown et al. have reported not less than four new planetoids in the outer side of Pluto orbit, including 2003EL61 (at 52 AU), 2005FY9 (at 52 AU), 2003VB12 (at 76 AU, dubbed as Sedna). And recently Brown-Trujillo team reported a new planetoid finding, called 2003UB31 (97 AU). This is not to include their previous finding, Quaoar (42 AU), which has orbit distance more or less near Pluto (39.5 AU), therefore this object is excluded from our discussion. It is interesting to remark here that all of those new “planetoids” are within 8% bound from our prediction of celestial quantization based on the above Bohr-Sommerfeld quantization hypothesis (Table 1). While this prediction is not so precise compared to the observed data, one could argue that the 8% bound limit also corresponds to the remaining planets, including inner planets. Therefore this 8% uncertainty could be attributed to macroquantum uncertainty and other local factors.

While our previous prediction only limits new planet finding until \( n = 9 \) of Jovian planets (outer solar system), it seems that there are sufficient reasons to suppose that more planetoids in the Oort Cloud will be found in the near future. Therefore it is recommended to extend further the same quantization method to larger \( n \) values. For prediction purpose, we include in Table 1 new expected orbits based...
suggests that there is vorticity defects) in the fluid [1]. From this viewpoint, Kiehn equation as the vorticity distribution (including topological Jovian planets corresponding to quantum number on the same quantization procedure we outlined before. For planets in Solar system (in 0.1AU unit) [28].

As an interesting alternative method supporting this proposition of quantization from superfluid-quantized vortices (6), it is worth noting here that Kiehn has argued in favor of re-interpreting the square of the wavefunction of Schrödinger equation as the vorticity distribution (including topological vorticity defects) in the fluid [1]. From this viewpoint, Kiehn suggests that there is exact mapping from Schrödinger equation to Navier-Stokes equation, using the notion of quantum vorticity [1]. Interestingly, de Andrade and Sivaram [33] also suggest that there exists formal analogy between Schrödinger equation and the Navier-Stokes viscous dissipation equation:

$$\frac{\partial V}{\partial t} = \nu \nabla^2 V, \quad (13)$$

where $\nu$ is the kinematic viscosity. Their argument was based on propagation torsion model for quantized vortices [23]. While Kiehn’s argument was intended for ordinary fluid, nonetheless the neat linkage between Navier-Stokes equation and superfluid turbulence is known in literature [34, 24].

At this point, it seems worth noting that some criticism arises concerning the use of quantization method for describing the motion of celestial systems. These criticism proponents usually argue that quantization method (wave mechanics) is oversimplifying the problem, and therefore cannot explain other phenomena, for instance planetary migration etc. While we recognize that there are phenomena which do not correspond to quantum mechanical process, at least we can argue further as follows:

1. Using quantization method like Nottale-Schumacher did, one can expect to predict new exoplanets (extra-solar planets) with remarkable result [2, 3];
2. The “conventional” theories explaining planetary migration normally use fluid theory involving diffusion process;
3. Alternatively, it has been shown by Gibson et al. [35] that these migration phenomena could be described via Navier-Stokes approach;
4. As we have shown above, Kiehn’s argument was based on exact-mapping between Schrödinger equation and Navier-Stokes equations [1];
5. Based on Kiehn’s vorticity interpretation one these authors published prediction of some new planets in 2004 [28]; which seems to be in good agreement with Brown-Trujillo’s finding (March 2004, July 2005) of planetoids in the Kuiper belt;
6. To conclude: while our method as described herein may be interpreted as an oversimplification of the real planetary migration process which took place sometime in the past, at least it could provide us with useful tool for prediction;
7. Now we also provide new prediction of other planetoids which are likely to be observed in the near future (around 113.8 AU and 137.7 AU). It is recommended to use this prediction as guide to finding new objects (in the inner Oort Cloud);
8. There are of course other theories which have been developed to explain planetoids and exoplanets [36]. Therefore quantization method could be seen as merely a “plausible” theory between others.

All in all, what we would like to emphasize here is that the quantization method does not have to be the true description of reality with regards to celestial phenomena. As always this method could explain some phenomena, while perhaps lacks explanation for other phenomena. But at least it can be used to predict something quantitatively, i.e. measurable (exoplanets, and new planetoids in the outer solar system etc.).

In the meantime, it seems also interesting here to consider a plausible generalization of Schrödinger equation in particular in the context of viscous dissipation method [1]. First, we could write Schrödinger equation for a charged particle.

<table>
<thead>
<tr>
<th>Object</th>
<th>No.</th>
<th>Titius</th>
<th>Nottale</th>
<th>CSV</th>
<th>Observ.</th>
<th>$\Delta$, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>0.4</td>
<td>0.43</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mercury</td>
<td>3</td>
<td>4</td>
<td>3.9</td>
<td>3.85</td>
<td>3.87</td>
<td>0.52</td>
</tr>
<tr>
<td>Venus</td>
<td>4</td>
<td>7</td>
<td>6.8</td>
<td>6.84</td>
<td>7.32</td>
<td>6.50</td>
</tr>
<tr>
<td>Earth</td>
<td>5</td>
<td>10</td>
<td>10.7</td>
<td>10.70</td>
<td>10.00</td>
<td>−6.95</td>
</tr>
<tr>
<td>Mars</td>
<td>6</td>
<td>16</td>
<td>15.4</td>
<td>15.4</td>
<td>15.24</td>
<td>−1.05</td>
</tr>
<tr>
<td>Hungarias</td>
<td>7</td>
<td>21.0</td>
<td>20.96</td>
<td>20.99</td>
<td>20.99</td>
<td>0.14</td>
</tr>
<tr>
<td>Asteroid</td>
<td>8</td>
<td>27.4</td>
<td>27.38</td>
<td>27.0</td>
<td>27.0</td>
<td>1.40</td>
</tr>
<tr>
<td>Camilla</td>
<td>9</td>
<td>34.7</td>
<td>34.6</td>
<td>31.5</td>
<td>31.5</td>
<td>−10.00</td>
</tr>
<tr>
<td>Jupiter</td>
<td>2</td>
<td>52</td>
<td>45.52</td>
<td>52.03</td>
<td>52.03</td>
<td>12.51</td>
</tr>
<tr>
<td>Saturn</td>
<td>3</td>
<td>100</td>
<td>102.4</td>
<td>95.39</td>
<td>95.39</td>
<td>−7.38</td>
</tr>
<tr>
<td>Uranus</td>
<td>4</td>
<td>196</td>
<td>182.1</td>
<td>191.9</td>
<td>191.9</td>
<td>5.11</td>
</tr>
<tr>
<td>Neptune</td>
<td>5</td>
<td></td>
<td>284.5</td>
<td>301</td>
<td>301</td>
<td>−3.72</td>
</tr>
<tr>
<td>Pluto</td>
<td>6</td>
<td>388</td>
<td>409.7</td>
<td>395</td>
<td>395</td>
<td>−3.72</td>
</tr>
<tr>
<td>2003EL61</td>
<td>7</td>
<td>557.7</td>
<td>520</td>
<td>−7.24</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sedna</td>
<td>8</td>
<td>722</td>
<td>728.4</td>
<td>760</td>
<td>760</td>
<td>4.16</td>
</tr>
<tr>
<td>2003UB31</td>
<td>9</td>
<td>921.8</td>
<td>970</td>
<td>4.96</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unobserv.</td>
<td>10</td>
<td>1138.1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unobserv.</td>
<td>11</td>
<td>1377.1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Comparison of prediction and observed orbit distance of planets in Solar system (in 0.1AU unit) [28].

on the same quantization procedure we outlined before. For Jovian planets corresponding to quantum number $n = 10$ and $n = 11$, our method suggests that it is likely to find new orbits around 113.81 AU and 137.71 AU, respectively. It is recommended therefore, to find new planetoids around these predicted orbits.

As always this method could explain some phenomena, while perhaps lacks explanation for other phenomena. But at least it could provide us with useful tool for prediction;

Now we also provide new prediction of other planetoids which are likely to be observed in the near future (around 113.8 AU and 137.7 AU). It is recommended to use this prediction as guide to finding new objects (in the inner Oort Cloud);
interacting with an external electromagnetic field \[1\] in the form of Ulrych’s unified wave equation \[14\]

\[
[(−iℏ∇ − qA)_\mu(−iℏ∇ − qA)^\mu ψ] = \begin{bmatrix}
−2m \frac{∂}{∂t} + 2mU(x) \end{bmatrix} ψ.
\]

In the presence of electromagnetic potential, one could include another term into the LHS of equation (14)

\[
[(−iℏ∇ − qA)_\mu(−iℏ∇ − qA)^\mu + eA_0] ψ = 2m \left[−i \frac{∂}{∂t} + U(x)\right] ψ.
\]

This equation has the physical meaning of Schrödinger equation for a charged particle interacting with an external electromagnetic field, which takes into consideration Aharonov effect \[37\]. Topological phase shift becomes its immediate implication, as already considered by Kiehn \[1\].

As described above, one could also derived equation (11) from scale-relativistic Schrödinger equation \[2, 3\]. It should be noted here, however, that Nottale’s method \[2, 3\] differs appreciably from the viscous dissipative Navier-Stokes approach of Kiehn \[1\], because Nottale only considers his equation in the Euler-Newton limit \[3\]. Nonetheless, it shall be noted here that in his recent papers (2004 and up), Nottale has managed to show that his scale relativistic approach has linkage with Navier-Stokes equations.

### 3 Schrödinger equation derived from Ginzburg-Landau equation

Alternatively, in the context of the aforementioned superfluid dynamics interpretation \[4\], one could also derive Schrödinger equation from simplification of Ginzburg-Landau equation. This method will be discussed subsequently. It is known that Ginzburg-Landau equation can be used to explain various aspects of superfluid dynamics \[16, 17\]. For alternative approach to describe superfluid dynamics from Schrödinger-type equation, see \[38, 39\].

According to Gross, Pitaevskii, Ginzburg, wavefunction of \(N\) bosons of a reduced mass \(m^*\) can be described as \[40\]

\[
− \left(\frac{ℏ^2}{2m^*}\right) ∇^2 ψ + κ |ψ|^2 ψ = ℏ \frac{∂ψ}{∂t}.
\]

For some conditions, it is possible to replace the potential energy term in equation (16) with Hulthen potential. This substitution yields

\[
− \left(\frac{ℏ^2}{2m^*}\right) ∇^2 ψ + V_{\text{Hulthen}} ψ = ℏ \frac{∂ψ}{∂t},
\]

where

\[
V_{\text{Hulthen}} = −Ze^2 δ e^{−δr} \frac{e^{−δr}}{1 − e^{−δr}}.
\]

This equation (18) has a pair of exact solutions. It could be shown that for small values of \(δ\), the Hulthen potential (18) approximates the effective Coulomb potential, in particular for large radius

\[
V_{\text{eff}} = −\frac{e^2}{r} + \frac{ℓ(ℓ+1)ℏ^2}{2mr^2}.
\]

By inserting (19), equation (17) could be rewritten as

\[
− \left(\frac{ℏ^2}{2m^*}\right) ∇^2 ψ + \left[−\frac{e^2}{r} + \frac{ℓ(ℓ+1)ℏ^2}{2mr^2}\right] ψ = ℏ \frac{∂ψ}{∂t}.
\]

For large radii, second term in the square bracket of LHS of equation (20) reduces to zero \[41\],

\[
\frac{ℓ(ℓ+1)ℏ^2}{2mr^2} \rightarrow 0,
\]

so we can write equation (20) as

\[
− \left(\frac{ℏ^2}{2m^*}\right) ∇^2 U(x) ψ = ℏ \frac{∂ψ}{∂t},
\]

where Coulomb potential can be written as

\[
U(x) = \frac{e^2}{r}.
\]

This equation (22) is nothing but Schrödinger equation (1), except for the mass term now we get mass of Cooper pairs. In other words, we conclude that it is possible to re-derive Schrödinger equation from simplification of (Gross-Pitaevskii) Ginzburg-Landau equation for superfluid dynamics \[40\], in the limit of small screening parameter, \(δ\). Calculation shows that introducing this Hulthen effect (18) into equation (17) will yield essentially similar result to (1), in particular for small screening parameter. Therefore, we conclude that for most celestial quantization problems the result of TDGL-Hulthen (20) is essentially the same with the result derived from equation (1). Now, to derive gravitational Bohr-type radius equation (11) from Schrödinger equation, one could use Nottale’s scale-relativistic method \[2, 3\].

### 4 Concluding remarks

What we would emphasize here is that this derivation of Schrödinger equation from (Gross-Pitaevskii) Ginzburg-Landau equation is in good agreement with our previous conjecture that equation (6) implies macroquantization corresponding to superfluid-quantized vortices. This conclusion is the main result of this paper. Furthermore, because Ginzburg-Landau equation represents superfluid dynamics at low-temperature \[40\], the fact that we can derive quantization of celestial systems from this equation seems to support the idea of Bose-Einstein condensate cosmology \[42, 43\]. Nonetheless, this hypothesis of Bose-Einstein condensate cosmology deserves discussion in another paper.

Above results are part of our book *Multi-Valued Logic, Neutrosophy, and Schrödinger Equation* that is in print.
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On Astrometric Data & Time Varying Sun-Earth Distance in Light of Carmeli Metric

Victor Christianto*

Abstract

In this note, we describe shortly time varying Sun-Earth distance in the light of Carmeli metric and compare the result with recent astrometric data. The graphical plot suggests that there should be linear-linear correspondence between Sun-planets distances and their time variation. Carmeli metric simply adds a momentum term to the normal 4-d spacetime formulation, to give us a 5-d working space, but actually the original Carmeli metric replaces time dimension in Minkowski metric to become momentum term divided by quadratic Hubble constant. One obvious advantage from Carmeli metric is that it can be used to derive Tully-Fisher law, which can explain galaxy motion without invoking dark matter.

Key Words: astrometric data, time varying, Sun-Earth distance, Carmeli metric.

Introduction

Recent astrometric data suggest that there is time variation of Sun-Earth distance at the order of 15 cm/year [1]. This observed effect can shed light on restriction in astronomy modeling.

In this regard we discuss how this time varying Sun-Earth distance can be explained by virtue of Carmeli metric [2]. In the first section we explain how Carmeli metric can be shown to be derivable from quaternion group, and in turn there are a number of new effects which can be observed as part of Carmeli metric. Carmeli metric simply adds a momentum term to the normal 4-d spacetime formulation, to give us a 5-d working space, but actually the original Carmeli metric replaces time dimension in Minkowski metric to become momentum term divided by quadratic Hubble constant. One obvious advantage from Carmeli metric is that it can be used to derive Tully-Fisher law, which can explain galaxy motion without invoking dark matter [2]. There are other advantages from the viewpoint of clarity of modeling, including that one can expect to explain the presently un-described Earth geochronometry [4].
**FLRW-metric from quaternion group and Carmeli metric**

The quaternion algebra is one of the most important and most studied objects in mathematics and physics; and it has natural Hermitian form which induces Euclidean metric [3].

In this regards Trifonov has obtained that by using a natural extension of the structure tensors using nonzero quaternion bases then they will yield a metric as follows [3]:

\[
g_{\alpha\beta} = \begin{pmatrix} \tau(\eta) \left(\frac{\dot{R}}{R}\right)^2 & 0 & 0 & 0 \\ 0 & -\tau(\eta) & 0 & 0 \\ 0 & 0 & -\tau(\eta)\sin^2(\chi) & 0 \\ 0 & 0 & 0 & -\tau(\eta)\sin^2(\chi)\sin^2(\vartheta) \end{pmatrix}
\]  

(1)

In order to obtain a closed-FLRW metric, one assume that [3]:

\[
\tau(\eta) \left(\frac{\dot{R}}{R}\right)^2 = 1,
\]

(2)

which can be rewritten in the form of a metric:[4]

\[
\tau(\eta) \left(\frac{\dot{R}}{R}\right)^2 = R^2 = dx^2 + dy^2 + dz^2,
\]

(3)

or

\[
ds^2 = dx^2 + dy^2 + dz^2 - \tau(\eta) \left(\frac{\dot{R}}{R}\right)^2,
\]

(4)

which in turn this metric can be compared with Carmeli metric:[2]

\[
ds^2 = dR^2 - \frac{1}{H^2} dv^2 = dx^2 + dy^2 + dz^2 - \tau^2 dv^2,
\]

(5)

where \( \tau \) symbol denotes inverse of Hubble constant, \( H \).

The standard procedure of Carmeli metric, however, is to begin with Hubble law [2]:

\[
x = H_0^{-1} v,
\]

(5a)

Where \( H \) and \( v \) are Hubble constant and velocity, respectively. Quote: "But one cannot use this law directly to obtain a relation between \( z \) and \( t \). So we start by
assuming that the Universe is empty of gravitation. One can then describe the
property of expansion as a null-vector in the flat four dimensions of space and
expanding velocity v." [2a] From a viewpoint, one can say for clarity that Carmeli
metric simply adds a momentum term to the normal 4-d spacetime formulation, to
give us a 5-d working space, but actually the original Carmeli metric (see eq.(5))
replaces time dimension in Minkowski metric  \( ds^2 = dx^2 + dy^2 + dz^2 - c^2 dt^2 \), to
become momentum term divided by quadratic Hubble constant. One obvious
advantage from Carmeli metric is that it can be used to derive Tully-Fisher law,
which can explain galaxy motion without invoking dark matter.[2] There are other
advantages from the viewpoint of clarity of modeling, including that one can expect
to explain the presently un-described Earth geochronometry.[4] That is why we
think that Carmeli metric can be one good candidate to explain galaxy motion
without necessity to include dark matter.

One shall note here that this \( \tau \) (tau) symbol is given different meaning compared
with its meaning in equation (4), that is:

\[
\tau^2 = \tau(\eta) = \frac{1}{aH^2}.
\]  

(6)

One implication of this proposition has been found in [4], that there is such a
proportionality which can be written as follows:

\[
\left( \frac{R_1}{R_2} \right) = \left( \frac{R_1}{R_2} \right) = \sqrt{\tau(\eta)}.
\]  

(7)

The aforementioned proportionality corresponds to the observed Earth
geochronometry phenomena which can be attributed to an expansion of Earth
radius at the order of \( \sim 0.166 \text{ cm/yr} \) [4].

**Plausible explanation of time varying Sun-Earth distance**

In order to explain time varying Sun-Earth distance, one can use similar analogies,
but with introducing a coefficient in order to match with the observed data of
Anderson et al. (that is around 15 cm /yr) [1]. The virtue of this calculation is that
one can also expect to observe the time varying displacement of the other planets
too, compared to their distances to the Sun.

Given we accept approximate radius of earth to be around 6367.5 km, or around
6.3675 x 10^6 meter, and that is why: elongation of metric scale can be estimated to
be around: \( \frac{0.166 \text{meter/cy}}{6367500 \text{meter}} = 0.2607 \times 10^{-17} \text{m.cy}^{-1} / \text{m} = 2.607 \times 10^{-10} \text{m.year}^{-1} / \text{m} \). And that is approximately what one should find in a metrology device in order one can observe the effect of Hubble expansion to SI metric length scale. After conversion, this number amount to: \( 8.26674 \times 10^{-18} \text{m/sec/m'} \). Now times this amount with \( 1.4959 \times 10^{11} \text{m} \) of distance between the Sun and the earth, and we will obtain estimate of displacement per second. After conversion to displacement each year, one gets \( 39.0 \text{ meter per year of displacement} \). In order to match this number with the observed, one multiply this number with \( 1/274 \), and then one gets: \( 14.23 \text{ cm/year of displacement of the Earth from the Sun} \). While the value above appears to be a retrodiction compared to the observed value, the virtue here is one gets simplicity of framework to get estimate of displacement for other planets. The proportionality now for the planets could be written instead of (7):

\[
\left( \frac{\dot{R}_2}{R_2} \right) = \left( \frac{\varepsilon R_s}{R_2} \right) \quad \text{or}
\]

\[
\left( \frac{\dot{R}_2}{R_2} \right) \frac{R_2}{\varepsilon} = (\dot{R}_2)_s,
\]

(8a)

where the \( R_2 \) mean distance from planet to the Sun, and \( R_1 \) mean earth radius respectively. The symbol \( \varepsilon \) denotes factor \( 274 \) to match the observed data. This number in turn can be associated with the well-known fine structure constant, therefore equation (8a) can be rewritten for convenience as follows:

\[
\left( \frac{\dot{R}_2}{R_2} \right) \frac{\alpha R_2}{2} = (\dot{R}_2)_s
\]

(8b)

where \( \alpha \) represents fine structure constant = \( 1/137 \),... That would be interesting to observe the actual time-varying distance between other planets to the Sun, in order to verify or refute the aforementioned proposition (8b).

The result of the above procedure is presented in the table 1 below.
Table 1. Calculation of the time varying displacement of planets from the Sun

<table>
<thead>
<tr>
<th>planet</th>
<th>dist (10^11m)</th>
<th>displcmnt (cm)</th>
<th>observd (cm)</th>
<th>log scale</th>
<th>log scale</th>
<th>log scale</th>
</tr>
</thead>
<tbody>
<tr>
<td>mercury</td>
<td>5,7894</td>
<td>5,51</td>
<td>0,7626</td>
<td>0,74</td>
<td></td>
<td></td>
</tr>
<tr>
<td>venus</td>
<td>10,9506</td>
<td>10,42</td>
<td>1,0394</td>
<td>1,02</td>
<td></td>
<td></td>
</tr>
<tr>
<td>earth</td>
<td>14,9598</td>
<td>14,23</td>
<td>15</td>
<td>1,1749</td>
<td>1,15</td>
<td>1,176</td>
</tr>
<tr>
<td>mars</td>
<td>22,7389</td>
<td>21,64</td>
<td>1,3568</td>
<td>1,34</td>
<td></td>
<td></td>
</tr>
<tr>
<td>hungarias</td>
<td>31,4006</td>
<td>29,88</td>
<td>1,4969</td>
<td>1,48</td>
<td></td>
<td></td>
</tr>
<tr>
<td>asteroid</td>
<td>40,3914</td>
<td>38,43</td>
<td>1,6063</td>
<td>1,58</td>
<td></td>
<td></td>
</tr>
<tr>
<td>camilla</td>
<td>47,1233</td>
<td>44,84</td>
<td>1,6732</td>
<td>1,65</td>
<td></td>
<td></td>
</tr>
<tr>
<td>jupiter</td>
<td>77,8358</td>
<td>74,06</td>
<td>1,8912</td>
<td>1,87</td>
<td></td>
<td></td>
</tr>
<tr>
<td>saturn</td>
<td>142,7014</td>
<td>135,77</td>
<td>2,1544</td>
<td>2,13</td>
<td></td>
<td></td>
</tr>
<tr>
<td>uranus</td>
<td>287,0783</td>
<td>273,14</td>
<td>2,4580</td>
<td>2,44</td>
<td></td>
<td></td>
</tr>
<tr>
<td>neptune</td>
<td>450,2896</td>
<td>428,43</td>
<td>2,6535</td>
<td>2,63</td>
<td></td>
<td></td>
</tr>
<tr>
<td>pluto</td>
<td>590,9116</td>
<td>562,23</td>
<td>2,7715</td>
<td>2,75</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2003ub313</td>
<td>777,9089</td>
<td>740,15</td>
<td>2,8909</td>
<td>2,87</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 1. Graphical plot of time varying displacement of planets from the Sun
Figure 2. Graphical plot of distance vs. displacement of various planets from the Sun.

Figure 3. Graphical log-log plot of distance vs. displacement of various planets from the Sun.
Concluding remarks

In this note, we describe shortly time varying Sun-Earth distance in the light of Carmeli metric and compare the result with recent astrometric data. The graphical plot suggests that there should be linear-linear correspondence between Sun-planets distances and their time variation.

Not only that, the prediction made here suggests that Carmeli metric can be the sought after framework in order to describe the astrometric anomaly pertaining to the time varying distance of the Sun-Earth distance, and furthermore there are expected time varying distance effect between the Sun and other planets as well.
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A Cantorian Superfluid Vortex and the Quantization of Planetary Motion
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This article suggests a preliminary version of a Cantorian superfluid vortex hypothesis as a plausible model of nonlinear cosmology. Though some parts of the proposed theory resemble several elements of what have been proposed by Consoli (2000, 2002), Gibson (1999), Nottale (1996, 1997, 2001, 2002a), and Winterberg (2002b), it seems such a Cantorian superfluid vortex model instead of superfluid or vortex theory alone has never been proposed before. Implications of the proposed theory will be discussed subsequently, including prediction of some new outer planets in solar system beyond Pluto orbit. Therefore further observational data is recommended to falsify or verify these predictions. If the proposed hypothesis corresponds to the observed facts, then it could be used to solve certain unsolved problems, such as gravitation instability, clustering, vorticity and void formation in galaxies, and the distribution of planet orbits both in solar system and also exoplanets.
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Introduction

In recent years, there has been a growing interest in the quantum-like approach to describe orbits of celestial bodies. While this approach has not been widely accepted, motivating idea of this approach was originated from Bohr-Sommerfeld’s hypothesis of quantization of angular momentum, and therefore it has some resemblance with Schrödinger’s wave equation (Chavanis 1999, Nottale 1996, Neto et al. 2002). This application of wave mechanics to large-scale structures (Coles 2002) has led to several impressive results in terms of the prediction of planetary semimajor axes, particularly to predict orbits of exoplanets (Armitage et al. 2002, Lineweaver et al. 2003, Nottale et al. 1997, 2000, Weldrake 2002). However, a question arises as how to describe the physical origin of wave mechanics of such large-scale structures. This leads us to hypothesis by Volovik-Winterberg of superfluid phonon-roton as quantum vacuum aether (Volovik 2001, Winterberg 2002a, 2002b).

In this context, gravitation could be considered as result of diffusion process of such Schrödinger-like wave equation in the context of Euler-Newton equations of motion (Kobelev 2001, Neto et al. 2002, Rosu 1994, Zakir 1999, Zurek 1995). And large-scale structures emerge as condensed objects within such a quantum vacuum aether.

In the mean time, despite rapid advancement in theoretical cosmology development, there are certain issues that remain unexplainable in the presently available theories; one of these issues concern the origin and nature of gravitation instability (Coles 2002, Gibson 1999). Recent studies that have incorporated condensation, and void formation occurring on the non-acoustic density nuclei produced by turbulent mixing, appear to indicate that the universe is inherently nonlinear nature. Thus a very different nonlinear
cosmology is emerging to replace the presently accepted linear cosmology model.

For instance, recently Gibson (1999) suggested that the theory of gravitational structure formation in astrophysics and cosmology should be revised based on real fluid behavior and turbulent mixing\textsuperscript{1} theory, which leads us to nonlinear fluid model. His reasoning of this suggestion is based on the following argument: “The Jeans theory of gravitational instability fails to describe this highly nonlinear phenomenon because it is based on a linear perturbation stability analysis of an inadequate set of conservation equations excluding turbulence, turbulent mixing, viscous forces, and molecular and gravitational diffusivity.” This is because Jeans’ theory neglects viscous and nonlinear terms in Navier-Stokes momentum equations, thus reducing the problem of gravitational instability in a nearly uniform gas to one of linear acoustics.\textsuperscript{2}

In related work, Nottale (1996, 1997) argued that equation of motion for celestial bodies could be expressed in terms of a scale-relativistic Euler-Newton equation.\textsuperscript{3} By separating the real and imaginary part of Schrödinger-like equation, he obtained a generalized Euler-Newton equation and the continuity-equation (which is therefore now part of the dynamics), so the system becomes (Nottale 1997, Nottale \textit{et al.} 2000 p. 384):

\[
\begin{align*}
 m.(\partial / \partial t + V.\nabla)V &= -V(\phi + Q) \\
 \partial \rho / \partial t + \text{div}(\rho V) &= 0 \\
 \Delta \phi &= -4\pi G\rho
\end{align*}
\] (1a, 1b, 1c)

It is clear therefore Nottale’s basic Euler-Newton equations above, while including the inertial vortex force, neglect viscous terms (–\textbf{v} \Delta \textbf{V}) in Navier-Stokes momentum equations,\textsuperscript{4} so his equations will obviously lead us to certain reduction of gravitational instability.
phenomena similar to Jeans’ theory. Though Nottale’s expression could offer a plausible explanation on the origin of dark energy (Ginzburg 2002, Nottale 2002a p. 20-22, Nottale 2002b p. 13-14), his expression appears to be not complete enough to explain other phenomena in a nonlinear cosmology, such as clustering, gravitation condensation and void formation.

Therefore the subsequent arguments will be based on a more complete form of Navier-Stokes equations including inertial-vortex force (Gibson 1999). Furthermore in the present article, two basic conjectures are proposed, i.e.

(i) in accordance with Thouless et al. (2001), it is proposed here: Instead of using the Euler-Lagrange equation, ‘the nonlinear Navier-Stokes equations are applicable to represent the superfluid equations of motion’. By doing so we can expect to obtain an extended expression of Nottale’s Euler-Schrödinger equations (Nottale 1996, 1997, 2000, 2001, 2002a).

(ii) by taking into consideration recent developments in Cantorian spacetime physics, particularly by Castro et al. (2000, 2001) and Celerier & Nottale (2002), we propose that modeling the universe using superfluid aether is compatible (at least in principle) with Nottale’s scale relativity framework. This is the second basic conjecture in this article.

Accordingly, this article suggests that the nonlinear dynamics of Cantorian vortices in superfluid aether can serve as the basis of a nonlinear cosmological model. The term ‘Cantorian’ here represents the notion of ‘transfinite set’ introduced by Georg Cantor. Recently this term has been reintroduced for instance by Castro et al. (2000) and Castro & Granik (2001) to describe the exact dimension of the universe. As we know, a transfinite set is associated with the mapping
of a set onto itself, producing a ‘self-similar’ pattern. This pattern is observed in various natural phenomena, including turbulence and tropical hurricane phenomena.

Turbulence usually occurs when conditions of low viscosity and high-speed gradients are present. A turbulent fluid can be visually identified by the presence of vortices. As we know, a flow pattern, whose streamlines are concentric circles, is known as circular vortex (vortice). If the fluid particle rotates around its own axis, the vortex is called rotational. Such vortices continually form and evolve over time, giving rise to highly complex motions. In this context, vortices are defined as the curl of the velocity ($\nabla \times \mathbf{V}$) in Navier-Stokes equations.\textsuperscript{vii} Landau describes turbulence as a superposition of an infinite number of vortices, with sizes varying over all scales (this ‘all scales’ notion leads us to Cantorian term). From the large scale vortices, energy is transmitted down to smaller ones without loss. The energy of the fluid is finally dissipated to the environment when it reaches the smallest vortices in the range of scales. The solutions to the velocity field are unique when the helicity $= \mathbf{v} \cdot \text{curl} \mathbf{v} = 0$; otherwise the solutions are not unique.

As we know, real fluid flow is never irrotational, though the mean pattern of turbulent flow outside the boundary layer resembles the pattern of irrotational flow. In rotational flow of real fluids, vorticity can develop as an effect of viscosity. Provided other factors remain the same, vortices can neither be created nor destroyed in a non-viscous fluid. Since the vortex moves with the fluid, vortex tube retain the same fluid elements and these elements retain their vorticity. The term ‘vorticity’ here is defined as the number of circulations in a certain area, and it equals to the circulation around an elemental surface divided by the area of the surface (supposing such vortex lattice exists within equal distance).\textsuperscript{viii}
In quantum fluid systems like superfluidity, such vortices are subject to quantization condition of integer multiples, i.e. they are present in certain N number of atoms, as experimentally established in the superfluid phase of $^4\text{He}$,

$$\oint v_s \cdot dl = 2\pi n\hbar / m_4 = n\kappa_o$$

(2)

where $m_4$ is the helium particle mass, and $\kappa_o$ is the quantum of circulation (Nozieres & Pines 1990, Thouless et al. 2001). Furthermore, quantized vortices is a topological excited state, which takes form of circulation with equidistance distribution known as vorticity (Carter 1999, Kiehn 2001). Usually the Landau two-fluid model is used, with a normal and superfluid component. The normal fluid component always possesses some nonvanishing amount of viscosity and mutual friction; therefore it could exhibit quantum vorticity as observed in Ketterle’s experiments.

A ‘Cantorian vortice’ can be defined in simple terms as tendency of the dynamics of both fluids and superfluids to produce multiple regions of vortex and circulation structures at various scales (Barge & Sommeria 1995, Castro et al. 2002, Chavanis 1999, Kobelev 2001, Nozieres & Pines 1990, Volovik 2000b, 2000c). In principle, the notion of Cantorian Superfluid Vortex suggests that there is a tendency in nature, particularly at the astronomical level scale, to produce mini vortices within the bigger vortices ad infinitum. Though some parts of the proposed theory resemble several elements of what have been proposed by Consoli (2000, 2002), Gibson (1999), Nottale (1996, 1997, 2001, 2002a), Volovik (2000a, 2000b, 2001), and also Winterberg (2002a, 2002b), to the author’s present knowledge the idea of using a Cantorian superfluid vortex model instead of (ordinary) superfluid model or vortex theory alone has never been proposed before. The Cantorian term here implies that such a superfluid vortice is—in accordance with Landau’s definition of
turbulence—supposed to exist both as quantum vacuum aether background (micro phenomena) and as representation of various condensed objects such as neutron stars (macro phenomena). The proposed hypothesis results in a non-homogenous isotropic Euclidean flat-spacetime expanding universe at all scales, but without a cosmological constant. This cosmology constant nullity is somewhat in accordance with some recent articles, for instance by Guendelman et al. (2002), Volovik (2001), and Winterberg (2002a, 2002b).

Implications of the proposed model will be discussed subsequently, where first results of the method yield improved prediction of three new planets in outer planet orbits of the solar system beyond Pluto. If the predictions of the proposed hypothesis correspond to the observed facts, it is intuitively conjectured that the proposed theory could offer an improved explanation for several unexplainable things (at least not yet in a quantifiable form) in regards to the origin of gravitation instability, void formation, and unifying gravity and quantum theory.

A review of recent developments

Throughout the last century of theoretical physics since Planck era, physicists have investigated almost every conceivable idea of how geometry can be used or modified to describe physical phenomena. For instance, Minkowski refined his 4D spacetime-geometry to explain Einstein’s STR. Others have come up with 5D (Kaluza-Klein), 6D, and then ten D, eleven D, and recently 26D (bosonic string theory as a dual resonance model in 26D; see Winterberg 2002a). It seems like the number of geometrical dimensions simply grow with time. We could also note a considerable amount of study has been devoted to geometry with infinite-dimension or Hilbert space.
However, recently it seems there is also a reverse drift of simplifying these high dimensional (integer) numbers, for instance by use of the replacement of the dual resonance model in 26D with QCD in 4D to describe nuclear forces; and by using of the aforementioned analogies between Yang-Mills theories and vortex dynamics, there is a suggestion that string theory should perhaps be reinstated by some kind of vortex dynamics at the Planck scale (Winterberg 2002a). Furthermore, Castro et al. (2000, 2001) have proposed that the exact dimension of the universe is only a bit higher than Minkowskian 4D (less than 5D). They arrived at this conclusion after reconciling Cantorian spacetime geometry with the so-called Golden Section. Therefore instead of proposing a trivial argument over which geometry is superior, this article proposing accepting the hypothesis that the Cantorian fractal spacetime dimension as proposed by Castro et al. (2000) can be the real geometric dimension of the universe. This fractal dimension will be called the Cantorian-Minkowski dimension. This conjecture is somewhat in accordance with a recent suggestion made by Kobelev (2001) that Newton equation is a diffusion equation of multifractal universe.

In the mean time, despite the fact that most theoretical physics efforts are devoted toward the proper expressions of fields, fields are not the only objects which one can think as occupying spacetime, there are also fluids. When there is no equation of state specified they are more general than fields (Roberts 2001). In this regards quantum fluids, which are usually understood as a limited class of objects used to describe low-temperature physics phenomena, have in recent years been used to model various cosmological phenomena, for instance neutron stars (Andersson & Comer 2001, Elgaroy & DeBlassio 2001, Sedrakian & Cordes 1997, Yakovlev 2000). It is not surprising therefore that there is increasing research in using superfluid model to

In this context, it is worth noting here some recent development in superfluidity research. This direction of research includes application of NLSE (Nonlinear Schrödinger equation) as a model of the Bose-Einstein condensate under various conditions (Quist 2002). There are also NLSE proposals representing Cantorian fractal spacetime phenomena (Castro et al. 2002). Experiments on Bose-Einstein condensates have now begun to address vortex systems. Superfluid turbulence issues and its explanation in terms of quantum vortex dynamics have become one of the most interesting physics research these days (Volovik 2000a, 2002b, Zurek 1995). For instance, recent experiments in the past few years showed that some turbulent flows of the superfluid phase of $^4$He (helium II) are similar to analogous turbulent flow in a classical fluid (Thouless et al. 2001). In theoretical realm, there is also new interest in the relationship between the topology (broken by reconnections, hence release of energy) and the geometry of structure—sometimes known as topological defects in cosmology (Yates 1996, Zurek 1995)—which cannot be changed arbitrarily as done traditionally by topologists but changes according to the dynamics (NLSE or Navier-Stokes equation$^\xi$).

Winterberg (2002a) has suggested that the universe can actually be considered an Euclidean flat-spacetime provided we include superfluid aether quantum vacuum into the model. Winterberg's aether is a densely filled substance with an equal number of positive and negative Planck masses $m_p = \sqrt{(hc/G)}$ which interact locally through contact-type delta-function potentials. In the framework of this approach Winterberg (2002a, 2002b) has shown that quantum mechanics can be derived as an approximate solution of the Boltzmann equation for the Planck aether masses. The particle in his model is a formation appeared as result of the interaction between the
positive and negative Planck masses similar to the phonon in a solid. This suggestion is seemingly in a good agreement with other study of gravity phenomena as long wave-length excitation of Bose-Einstein condensate by Consoli (2000, 2002). Consoli (2000) noted that the basic idea that gravity can be a long-wavelength effect induced by the peculiar ground state of an underlying quantum field theory leads to considering the implications of spontaneous symmetry breaking through an elementary scalar field. He pointed out that Bose-Einstein condensation implies the existence of long-range order and of a gap-less mode of the Higgs-field. This gives rise to a 1/r potential and couplings with infinitesimal strength to the inertial mass of known particles. If this is interpreted as the origin of Newtonian gravity one finds a natural solution of the hierarchy problem. In the spirit of Landau, Consoli (2000, 2002) has also considered similarity between his condensate model and superfluid aether hypothesis. Furthermore, he also suggested: “all classical experimental tests of general relativity would be fulfilled in any theory incorporating the Equivalence Principle.”

Furthermore, recently Celerier & Nottale (2002) have shown that the Dirac equation can be derived from the scale relativity theory. Since the Dirac equation implies the existence of aether, this derivation can be interpreted as: modeling superfluid aether in the universe is compatible (at least in principle) with Nottale’s scale relativity framework. Nottale’s conjecture on the applicability of the Schrödinger equation to describe macroscopic phenomena (up to astronomic scale) seems also to imply the presence of a certain form of fluid (aether) as the medium of vacuum quantum fluctuation or a zero point field (Roberts 2001). And because the only type of matter capable of resembling such quantum phenomena macroscopically is Bose-Einstein condensate or its special case superfluid (Consoli 2000,
2002), then this leads us to a conjecture that the aether medium is very likely a quantum fluid.

Combining the character of these selected recent developments, this article suggests that the nonlinear wave dynamics of Cantorian vortices of superfluid aether can serve as the basis of a nonlinear cosmological model, which will be capable of describing various phenomena including a plausible mechanism of continuous particle generation in the universe. The preceding work (albeit somewhat controversial from the present accepted view) suggests that this alternative and nonlinear cosmological model shall include: (a) an aether, (b) Euclidean flat spacetime\textsuperscript{xiii}, (c) vortex dynamics, (d) superfluid (Bose-Einstein condensate), and (e) fractal phenomena—as the basis of real physical model and also the theoretical analysis of nonlinear cosmology. It is the opinion of this author that a proper combination will lead us to a consistent real model.

Therefore, in theoretical terms this article argues in favor of combining Cantorian-Minkowski geometry with Nottale-Gibson-Winterberg’s vortex of superfluid aether. The proposed model results in a Euclidean flat spacetime with some fluctuations induced by fractal phenomena (expressed as a non-integer dimension in Cantorian universe) arising from multiple vortices. A real physically-observed model is chosen here instead of geometrical construct, because it will directly lead us to a set of experimental tests which can be used to determine if the model is not valid. With regards to superfluidity research, perhaps the conjectures of this article can be considered as extending Volovik’s (2000a, 2000b, 2001) superfluid theory to Cantorian spacetime case.
A derivation of the basic vortex model and quantization of semimajor axes

The Schrödinger equation of wave mechanics can be interpreted as a description for the tendency of micro aggregates of matter to make structures. In this regards, Nottale (1993, 1996, 1997) put forth a conjecture that spacetime is non-differentiable, which led to a fractal version of the Schrödinger-like equation capable of predicting the semimajor axes of both planetary-like systems as well as micro orbits at molecular level. This reasoning could be considered as an alternative interpretation of Ehrenfest Theorem.

However, such a quantum-like approach in a large-scale structure has not been widely accepted (Coles 2002), for the quantization of macroscopic systems is something outside the scope of known physics (Neto et al. 2002). Nevertheless, some possible origins for such effects have been outlined. For instance Bohr-Sommerfeld’s hypothesis of quantization of angular momentum, appears to be more direct than the Schrödinger-like equation, at least for (planar case of) planetary orbits in the solar system. For a spherical case (for some exoplanet systems) we should derive solution of the Schrödinger-like equation.

As we know, for the wave function to be well defined and single-valued, the momenta must satisfy Bohr-Sommerfeld’s quantization conditions (Van Holten 2001):

\[
\oint p \, dx = 2\pi n\hbar
\]

for any closed classical orbit \( \Gamma \). For the free particle of unit mass on the unit sphere the left-hand side is
\[
\int_0^T v^2 \cdot d\tau = \omega^2 \cdot T = 2\pi \cdot \omega \tag{3a}
\]

where \( T = \frac{2\pi}{\omega} \) is the period of the orbit. Hence the quantization rule amounts to quantization of the rotation frequency (the angular momentum): \( \omega = n\hbar \).

Then the force balance relation of Newton’s equation of motion:

\[
\frac{GMm}{r^2} = \frac{mv^2}{r} \tag{3b}
\]

Using Bohr-Sommerfeld’s hypothesis of quantization of angular momentum (3a), a new constant \( g \) was introduced (which plays the role of a gravitational analog of the Planck constant):

\[
mvr = ng / 2\pi
\]

Just like in the elementary Bohr theory (before Schrödinger), this pair of equations yields a known simple solution for the orbit radius for any quantum number of the form:

\[
r = \frac{n^2 \cdot g^2}{(4\pi^2 \cdot GM \cdot m^2)} \tag{5}
\]

or

\[
r = \frac{n^2 \cdot GM}{v_o^2} \tag{6}
\]

where \( r, n, G, M, v_o \) represents semimajor axes, quantum number \( (n = 1, 2, 3, \ldots) \), Newton gravitation constant, and mass of the nucleus of orbit, and specific velocity, respectively. In this equation (6), we denote

\[
v_o = \frac{2\pi}{g} \cdot GMm \tag{6a}
\]

This result (6) is the same as Nottale’s basic equation for predicting semimajor axes of planetary-like systems (Nottale 1996, Nottale et al. 1997, 2000). It can be shown that equation (6) could be derived directly from the Schrödinger equation for planar case (Christianto...
2001), therefore it represents the solution of the Schrödinger equation for planar axisymmetric cylindrical case. The value of \( m \) is an adjustable parameter (similar to \( g \)). For a planetary system including exoplanets Nottale et al. (1997, 2000) has found the specific velocity \( v_o \) is \( \pm 144 \text{ km/s} \). Therefore this equation (6) implies the semimajor axes distribution can be predicted from a sequence of quantum numbers. This equation (5) is also comparable with Neto et al.’s (2002) approach, where they propose \( m = 2.1 \times 10^{26} \text{ kg} \) (the average mass of the planets in solar system).

It is worth noting here Nottale et al. (1997, 2000) reported this equation (6) agrees very well with observed data including those for exoplanets, and particularly for inner planet orbits in the solar system. Indeed the number of exoplanets found has increased fivefold since their first study (Nottale et al. 2000). However, a question arises when we compare this prediction with outer planet orbits in the solar system, since this results in very low predictions compared with observed data, i.e. 52.6% for Jupiter, 36.3% for Saturn, 22.3% for Uranus, 17.2% for Neptune, and 15.6% for Pluto. Therefore, Nottale (1996) proposed to use a different value for \( v_o \) to get the distribution of outer planets (the so-called Jovian planets).

Nottale (1996) proposed a plausible explanation for this discrepancy by suggesting outer planets from Jupiter to Pluto are part of different systems since they apparently consist of different physical and chemical planetary compositions, so we can expect two different diffusion coefficients for them. Therefore he proposed the following relation to predict orbits of inner planets and outer planets (Nottale 1996, p. 51) \( a = n.(n + \frac{1}{2})a_o \). Nottale then suggested the proper values are \( a_{o,\text{inner}} = 0.038025\text{AU} \) for inner orbits and \( a_{o,\text{outer}} = 1.028196\text{AU} \) for outer orbits, and based on these values the discrepancy in predicting outer planet distribution can be reconciled.
While Nottale’s (1996, p. 53) description on these different chemical and physical compositions, distribution of mass, and distribution of angular momentum seem to be at least near to right, he did not offer any explanation of why there are different chemical and physical compositions if these outer planets were generated by the same Sun in the past. Nottale’s proposed equation was based on the second quantum number $l$, derived from Schrödinger-type equation for spherical case. However, it should be noted that while the second quantum number could plausibly explain the different orbits for outer planets, it cannot provide any explanation for their different chemical and physical compositions. Therefore, this leads us to a conjecture, i.e. these differences of planetary distribution and different chemical and physical compositions of the outer planets in the solar system are the consequences of the interaction of a negative mass (star) with the Sun. From this author’s opinion, it seems only through using this conjecture we could explain why the outer planets are physico-chemically different from the inner planets. From this conjecture, then we reinterpreted Nottale’s conjecture that Jupiter should be the second planet ($n = 2$) in the outer orbit system, to obtain predicted values of semimajor axes of those Jovian planets, based on the notion of reduced mass $\mu$. The result of this approach will be described subsequently.

Another plausible explanation of the outer planets distribution has been suggested by Chavanis (1999) based on two-fluids model. However, while this suggestion is in good agreement with observation of outer planet orbits, in the author opinion it also does not offer a convincing argument for the difference of chemical and physical composition if those inner and Jovian planets were generated by the same Sun.
Now let’s turn our attention to the implications of equation (6) in regards to the basic vortex model. If \( T \) is the orbit period of the above planet around the Sun, then by Kepler’s third law,

\[
 r^3 \approx T^2 \approx (2\pi r / v)^2
\]  

(7)

Or

\[
 v^2 r \approx 4\pi^2 = k_{spring}
\]

where \( r, T, v, k_{spring} \) represents semimajor axes, orbit period, orbit velocity, and ‘spring constant’ of the dynamics system, respectively.\(^{xvi}\) For gravity case, one obtains \( k_{spring} = G.M \). We remark here this constant \( k_{spring} \) could be comparable with Nottale’s (Nottale et al. 2000) notion of parameter \( D = G.M/2\omega \); thus \( k_{spring} = D.2\omega = D.2\alpha_g c \). This alternative expression comes from the definition of gravitation coupling constant \( \alpha_g = \omega/c \), where \( \alpha_g^{-1} = 2072 \pm 7 \) (Nottale et al. 2000).

By observing the above expressions, we conclude that equation (8) has the same basic form of Nottale’s equation (6). We also note here Nozieres & Pines (1990) suggested that a vortex structure exists in a superfluid if its velocity is radius-dependent \( (v = f(1/r)) \). Since from equation (8) the quadratic of velocity is radius-dependent \( v^2 = (k/r) \), we propose here that equation (8) also implies a special case of vortex motion. Therefore, we conclude equation (6) also implies a vortex motion. This seems to be in agreement with Nottale et al.’s (1997, 2000) assertion that specific velocity \( v_o = 144 \text{ km/s} \) represents a new fundamental constant observed from the planetary up to extragalactic scale.

In order to generalize further equation (6), we proposed using Kobelev’s (2001) idea that Newton’s equations may be treated as a diffusion process in a multi-fractal universe. Provided such a relationship exists, we could conclude that equation (6) implies a
Cantorian fractality of vortex structure in the universe. But a question arises here as to whether a scaling factor is required to represent equation of motion of celestial bodies at various scales using equation (6). Therefore, by using a fractional derivative method as described by Kolwankar (1998, eq. 2.9), then

\[ d^q f(\beta x)/[dx]^q = \beta^q \{d^q f(\beta x)/[d(\beta x)]^q \} \]  

(9)

where it is assumed that for \( dx \to 0, d(\beta x) \approx dx \). Hence this author obtained (Christianto 2002b) a linear scaling factor for equation (6):

\[ a_0 = \phi . n^2 . GM / v_o^2 \]  

(10)

This equation implies:

\[ v_1^2 = (v_o^2 / \phi_o) \]  

(11)

In other words, for different scaling reference frames, specific velocity \( v_1 \) may vary and may be influenced by a scale effect \( \phi \). To this author’s present knowledge, such a scaling factor has never appeared before elsewhere; neither in Nottale’s work (1996, 1997, 2001, 2002) nor in Neto et al. (2002). A plausible reason for this is that Nottale’s and Neto et al.’s theory were intended to describe planetary orbits only.

A note on this interpretation is perhaps worth making. While of course this Cantorian fractality of vortex structure in the universe is not the only possible interpretation, we believe this is the nearest interpretation considering the turbulence phenomena. It is known that turbulent flows seem to display self-similar statistical properties at length scales smaller than the scales at which energy is delivered to the flow (this sometimes referred to as ‘multi-fractality’ of turbulence). For instance, Kolmogorov argued that at these scales, in three dimensions, the fluids display universal statistical features (Bernard 2000, Foias et al. 2001 p. 17, Gibson 1991, Weinan 2000).
Turbulent flow is conventionally visualized as a cascade of large vortices (large scale components of the flow) breaking up into ever smaller sized vortices (fine-scale components of the flow) – the principal cascading entity is the ‘enstrophy’.

Recent observational data of the similar size of semimajor axes between solar system and exoplanet systems ($a/M = 0.043 \text{ AU}/M_\odot$ for $n = 1$; and $a/M = 0.17 \text{ AU}/M_\odot$ for $n = 2$) seems to indicate that those are clusters of celestial objects at the same hierarchy (scale) of quantized vortices (Armitage et al. 2002, Lineweaver et al. 2003, Neto et al. 2002, Nottale et al. 1997, 2000, Weldrake 2002). This seems to imply that the proposed Cantorian vortices interpretation is in good agreement with observed data.

**Superfluid vortices model**

It is worth discussing here the *rationale* for suggesting a Cantorian superfluid aether as a real physical model for nonlinear cosmology. This brings us back in time to where GTR was first introduced (in passing we note in pre-GTR era aether hypothesis was almost entirely abandoned because of the growing acceptance of STR; see Munera 1998).

It is known that in GTR there is no explicit description of the medium of interaction in space (aether), though actually this was considered by Einstein himself in his lecture in Leiden 1921, “*Ether and Relativity*” (Einstein 1921):

“..According to the general theory of relativity space without an ether is *unthinkable*; for in such a space there not only would be no propagation of light, but also no possibility of existence for standards of space and time (measuring-rods and clocks), nor therefore any space-time intervals in the physical sense. But this ether may not
be thought of as endowed with the quality characteristic of ponderable media, as consisting of parts which may be tracked through time. The idea of motion may not be applied to it.”

A perfect fluid in GTR is therefore could be thought of as a liquid medium with no viscosity and no heat induction. Such a perfect fluid is basically a special case of quantum liquid or superfluid (Nozieres & Pines 1990). We note the term ‘special case’ because the superfluid here should be able to represent non-ponderable (weightless) characteristic of the aether medium, though perhaps it could have motion.

It is clear therefore aether is inherently implied in a GTR geometrical construct (see also Consoli 2002). Furthermore, it is possible to explain the frame dragging phenomena in a GTR geometrical construct as it is actually a fluid vortex—with a massive object in its vortex centre (Prix 2000)—capturing a volume of surrounding fluid and entraining its rotation.

In Maxwell’s hypothesis, aether is a frictionless fluid. Based on this conjecture Winterberg (2002a, 2002b) has proposed an aether model, which consists of a quantum fluid made up of Bose particles. This analogy leads to the Planckian aether hypothesis which makes the assumption the vacuum of space is a kind of plasma (see also Roberts 2001). The ultimate building blocks of matter are Planck mass particles obeying the laws of classical Newtonian mechanics, but there are also negative Planck mass particles. Furthermore, with the Planck aether having an equal number of positive and negative Planck mass particles, the cosmological constant is zero and the universe is Euclidean flat-spacetime. In its groundstate the Planck aether is a two component positive-negative mass superfluid with a phonon-roton energy spectrum for each component.
The theory of superfluid vortices is based upon various versions of the Landau’s two-component fluid model (Godfrey et al. 2001), and is adequately described by many researchers (Kivshar et al. 1998, Quist 2002, Thouless et al. 2001, Tornkvist & Schroder 1997, Volovik 2000c, 2001, Zurek 1995). For applications to Cosmology, it is presumed that the “vacuum” is a superfluid-like continuum in which the formation of topological defects as “vortices” generates the stars and galaxies as components of the normal fluid. The diffusive and dissipative Navier-Stokes fluid equations, with constraints that lead to the Complex Ginzburg-Landau equations to describe the superfluid, form the basis of the mathematical model. The topological defects can be homogeneously defined, hence they are self-similar, and scale covariant. Such topological defect domains can support not only fractals but also quantum like integer values for their closed integrals.

The conceptual map (Figure 1) depicts how the various parts of the most recent theories could plausibly be used to form a Cantorian superfluid vortex model for nonlinear cosmology.
Now we are going to illustrate how the equation of motion (6) is compatible with the proposed superfluid vortices model as described above. In other words, we will provide an argument to link the solution of the Schrödinger equation (6) with the solution of Navier-Stokes equations. Theoretically, R. Kiehn (1989, 1999) has shown that there is an exact mapping between the Schrödinger equation and Navier-Stokes equation, though without reference yet to its cosmological implications. Therefore now we extend his conjecture to
a cosmological setting. In order to do this, we consider two approaches here:

- Gibson’s (1999) Navier-Stokes model for cosmology;

First, we note here that Gibson (1999) has shown that his Navier-Stokes-Newton model yields the following solution:

\[ v_r = m'Gt / r^2 \]  

where \( r, t, G, m', v_r \) represents semimajor axes, time elapsed, Newton gravitation constant, mass of the nucleus of orbit, and specific velocity, respectively. It is clear therefore that equation (12) admits mass growth rate as time elapsed, which is permitted by Gibson’s Navier-Stokes model. Now we assert \( \nu = 2\pi r / T \) or \( r = \nu T / 2\pi = \nu t \), and substitute this value to one of \( r \) in equation (12). We get:

\[ r = m'G / \nu^2 \]  

which is very similar to equation (6), except the expression for quadratic quantum number \( n^2 \). A plausible reason for this missing quantum number is that Gibson (1999) assumed a normal fluid in his model instead of quantum liquid. He also argued that equation (12) only governs the formation stage (such as spiral nebulae formation); while equation (13) is also applicable for present time provided we assert a quantum liquid for the system. Therefore we also conclude again that Nottale’s equation (6) actually implies a quantum liquid as medium of interaction.

For the second method, we note here that according to Godfrey et al. (2001) the analytic form of an oscillating plane boundary layer flow of superfluid vortices can be derived from the Navier-Stokes equation, and the velocity \( u(z,t) \) is given by:

\[ u = A.e^{-kz}.\cos(\omega t - kz) \]  

\[ (14) \]
where \( k = \sqrt{(\omega / 2\nu)} \), \( \omega = 2\pi / T \) is the angular frequency of oscillation, \( T \) is the period of oscillation, \( \nu \) is the kinematic viscosity and \( A \) is an arbitrary constant. In the limit that the coupling of the superfluid and normal fluid components through mutual friction is negligible, we may take this oscillating velocity profile for the normal fluid, with the superfluid remaining at rest. Because we can assert velocity \( u = dz/dt = d\Psi/dt \), therefore we can obtain \( \Psi \) and also its second differentiation \( d^2\Psi/dt^2 \). Hence we get:

\[
d^2\Psi / dt^2 = -A. e^{-kz}. \sin(\omega t - kz). \omega
\]

or

\[
d^2\Psi / dt^2 + \omega^2. \Psi = 0
\]

which is the most basic form of the Schrödinger equation. In other words, we obtain the Schrödinger equation from a velocity expression derived from the Navier-Stokes equation for superfluid vortices (Godfrey et al. 2001). These two methods confirm Kiehn’s (1989, 1999) conjecture that there is exact mapping between the Schrödinger equation and Navier-Stokes equation regardless of the scale of the system considered. This conclusion, which was based on a two-fluid model of superfluid vortices, is the main result of this article; and to this author’s present knowledge this conclusion has never been made before for the astronomical domain (neither in Chavanis 1999, Neto et al. 2002, nor Nottale 1996, 1997, 2001, 2002). In this author opinion, Chavanis’ article (1999) is the nearest to this approach, because he already considered two-fluid model for the Schrödinger equation (though without reference to superfluidity), though he did not mention the role of Navier-Stokes equations like Gibson (1999).

A distinctive feature of this proposed superfluid vortices approach is that we could directly compare our model with laboratory observation (Volovik 2001, Zurek 1995). For instance, using this
model Godfrey et al. (2001) argued that the fluid at the edge of the disk moves a distance $4\phi_c R$ in a time $T$ (with angular velocity $\omega = 2\pi/T$), thus having a critical dimensional linear velocity of

$$v_{\text{disk}} = 2\omega \phi_c R / \pi$$  \hspace{1cm} (17)

In this equation, $\phi_c$ represents critical amplitude where damping of the oscillations reduce to a value, which was interpreted as the damping due only to viscosity of the normal fluid component. In this regards, interpretation of the experiment is that superfluid boundary layer vortices are the cause of critical amplitude of oscillations observed. Therefore it seems we could expect to observe such critical amplitude for the motion of celestial objects. Of course for spherical orbit systems the equation of critical dimensional linear velocity is somewhat different from equation (17) above (Godfrey et al. 2001). To this author’s present knowledge such theoretical linkage between critical amplitude of superfluid vortices and astronomical orbital motions has also never been made before; neither in Chavanis (1999), Nottale (1996, 1997, 2001, 2002), Volovik (2000a, 2000b, 2000c, 2001), nor Zurek (1995).

**New planets prediction in solar system**

Based on equation (6) and using Nottale’s conjecture of Jupiter should be the second planet ($n = 2$) in the outer orbit system, we derive predicted and observed values of semimajor axes of those outer planets. Then by using Nottale’s (1996, p. 53) conjecture for quantization of galaxy pairs, and minimizing the standard deviation $(s)$ between these observed and predicted values, we can solve equation (6) for the reduced mass $\mu$ to get the most probable distribution for outer planet orbits:

$$\mu = (m_1 m_2)/(m_1 + m_2)$$  \hspace{1cm} (18)
It is worth noting here, that a somewhat similar approach using reduced mass $\mu$ to derive planetary orbits has also been used by Neto et al. (2002), as follows:

$$- \frac{g^2}{2\mu} \left( \frac{\partial^2 \Psi}{\partial r^2} + \frac{\partial \Psi}{r \partial r} + r^{-2} \frac{\partial^2 \Psi}{\partial \varphi^2} \right) + V\Psi = E\Psi$$  \hspace{1cm} (18a)

though Neto et al. (2002) did not come to the same conclusion as presented here. Result of this method (18) is presented in Table 1 below.

<table>
<thead>
<tr>
<th>Astroobject</th>
<th>Orbit Size</th>
<th>$r_{\text{actual}}$ (AU x 10$^3$)</th>
<th>$r_{\text{actual}}$ (10$^6$ km)</th>
<th>$n$</th>
<th>$r_{\text{pred}}$ (10$^6$ km)</th>
<th>$n$</th>
<th>$\left(\frac{r_{\text{pred}}}{r_{\text{actual}}}\right)^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mercury</td>
<td>4</td>
<td>3.87</td>
<td>57.89</td>
<td>1</td>
<td>6.40</td>
<td>2</td>
<td>0.1</td>
</tr>
<tr>
<td>Venus</td>
<td>7</td>
<td>7.32</td>
<td>109.51</td>
<td>3</td>
<td>25.60</td>
<td>2</td>
<td>0.7</td>
</tr>
<tr>
<td>Earth</td>
<td>10</td>
<td>10.00</td>
<td>149.60</td>
<td>4</td>
<td>57.60</td>
<td>4</td>
<td>0.5</td>
</tr>
<tr>
<td>Mars</td>
<td>16</td>
<td>15.24</td>
<td>227.99</td>
<td>5</td>
<td>159.99</td>
<td>5</td>
<td>1.0</td>
</tr>
<tr>
<td>Hungarias$^3$</td>
<td>7</td>
<td>12.00</td>
<td>183.00</td>
<td>6</td>
<td>230.38</td>
<td>6</td>
<td>0.5</td>
</tr>
<tr>
<td>Asteroid$^4$</td>
<td>8</td>
<td>13.50</td>
<td>213.00</td>
<td>7</td>
<td>313.58</td>
<td>7</td>
<td>0.2</td>
</tr>
<tr>
<td>Jupiter</td>
<td>52</td>
<td>52.03</td>
<td>778.36</td>
<td>9</td>
<td>409.57</td>
<td>8</td>
<td>0.1</td>
</tr>
<tr>
<td>Saturn</td>
<td>100</td>
<td>95.39</td>
<td>1427.01</td>
<td>8</td>
<td>518.36</td>
<td>9</td>
<td>0.1</td>
</tr>
<tr>
<td>Uranus</td>
<td>196</td>
<td>191.90</td>
<td>2870.78</td>
<td>4</td>
<td>2724.04</td>
<td>3</td>
<td>0.5</td>
</tr>
<tr>
<td>Neptune</td>
<td>388</td>
<td>301.00</td>
<td>4502.90</td>
<td>5</td>
<td>4256.31</td>
<td>5</td>
<td>0.5</td>
</tr>
<tr>
<td>Pluto</td>
<td>722</td>
<td>395.00</td>
<td>5909.12</td>
<td>6</td>
<td>6129.08</td>
<td>6</td>
<td>0.1</td>
</tr>
<tr>
<td>$\Pi_1$</td>
<td>8</td>
<td>834.32</td>
<td>12903.2</td>
<td>7</td>
<td>10896.14</td>
<td>8</td>
<td>0.1</td>
</tr>
<tr>
<td>$\Pi_2$</td>
<td>9</td>
<td>13790.43</td>
<td>213547.2</td>
<td>9</td>
<td>13790.43</td>
<td>9</td>
<td>0.1</td>
</tr>
</tbody>
</table>

Table 1. Predicted orbit values of inner and outer planets in Solar system

From Table 1 above we obtain $\mu = 26.604.m_1$, for the minimum standard deviation $s = 0.76$AU.$^{xix}$ Inserting this $\mu$ value into equation (18) and solving it, we get the most likely companion mass of $m_2 = -(26.604/25.604).m_1$. Therefore we conclude it is very likely there is a negative-mass star (NMS) interacting with the Sun. This NMS has a mass value of very near to the Sun but with a negative sign, so this can be considered as the dim twin-companion star of the Sun. This is somewhat comparable to what some astronomers suggest of the hypothetical ‘dark star’ (Damgov et al. 2002), though to this author’s
present knowledge none of the existing astronomic literatures has considered a negative-mass star as plausible candidate of the twin-companion of the Sun. Therefore thus far, this conclusion of the plausible presence of a large negative-mass object in the solar system could only be explained using superfluid/superconducting model (DeAquino 2002).

On the basis of this value of $\mu = 26.604.m_1$, we obtained a set of predicted orbit values for both inner planets and Jovian planets. For inner planets, our prediction values are very similar to Nottale’s (1996) values, starting from $n = 3$ for Mercury; for $n = 7$ Nottale reported minor object called Hungarias; for Jovian planets from $n = 2$ for Jupiter up to $n = 6$ for Pluto our prediction values are also somewhat similar with Nottale’s (1996) values. It is worth noting here, we don’t have to invoke an ad hoc quantum number to predict orbits of Venus and Earth as Neto et al. (2002) did. We also note here that the proposed method results in prediction of orbit values, which are within a 7% error range compared to observed values, except for Jupiter which is within a 12.6% error range.

The departure of our predicted values compared to Nottale’s predicted values (1996, 1997, 2001) appear in outer planet orbits starting from $n = 7$. We proposed some new predictions of the possible presence of three outer planets beyond Pluto (for $n = 7, n = 8, n = 9$) to be called here as $\Pi_1, \Pi_2, \Pi_3$ at orbits around $55.77 \pm 1.24AU$, $72.84 \pm 1.24AU$, and $92.18 \pm 1.24AU$, respectively. This prediction of most likely semimajor axes has taken into consideration standard deviation found above $s = 0.76AU$ (Table 1). Two of these predicted orbits of outer planets are somewhat in agreement with previous predictions by some astronomers on the possible presence of outer planets beyond Pluto around $\sim 50AU$ and around $\sim 100AU$ (Horner et al. 2001). However, it is worth noting here, the predicted planet (for $n = 8$) at orbit $72.84 \pm 1.24AU$ is purely

based on equation of quantization of orbit (6) for Jovian planets. It is also worth noting here, that these proposed planets beyond Pluto are different from what is predicted by Matese et al. (1999), since Matese’s planet is supposed to be somewhere around the outer Oort cloud.

Further remarks are worth considering here concerning predicted orbits at $n = 8$ and $n = 9$. We consider first for the case of inner orbits. It was suggested by Olber and also recently by Van Flandern in 1993 (Damgov et al. 2002) of a planet (or planets) existed until relatively recently between Mars and Jupiter, at the location where a missing planet is expected by the well-known Titius-Bode law (see Table 1 under column ‘Orbit size’). As we know, Titius-Bode law was based on series of numbers $0,3,6,12,24,48,96...$ which then translated by factor 4. Thus we have series of $4,7,10,16,28,52,...$ which are supposed to be able to predict the orbit size of planets in solar system. This argument was subsequently supported by Nottale’s equation except for orbits at $n = 7$ and $n = 9$, between Mars and Jupiter, which can be regarded as departure from the Titius-Bode law. However, while Nottale (1996, p. 51) has reported planets (or at least, recognizable objects) at $n = 8$ and $n = 9$ for inner orbit in solar system were observed, to our present knowledge no similar prediction has been made for $n = 8$ and $n = 9$ for outer orbits. Therefore new observational data is highly recommended to find the real semimajor axes of the proposed new outer planets beyond Pluto.

If these new outer planets correspond to the observational data, it is conjectured intuitively that the proposed Cantorian superfluid vortices model could offer an improved explanation for several things unexplainable (at least not yet in a observable and quantifiable form) thus far with regards to the origin of continuous particle generation, gravitation instability, and unifying gravity and quantum theory.
Notes on the superfluid experiments for cosmology: fractal superfluid

Zurek (1995) and Volovik (2000b) have proposed some aspects of superfluid analogies to describe various cosmological phenomena. However, extending this view towards Cantorian Superfluid Vortex hypothesis implies we should be able to observe fractal phenomena of superfluid and also Bose-Einstein condensate systems. While this has not become the accepted view, recent articles indicate such phenomena were already observed (Kivotides et al. 2001, 2001b, Ktitorov 2002).

In this regards, some recent observations have shown that the number of galaxies $N(r)$ within a sphere of radius $r$, centered on any galaxy, is not proportional to $r^3$ as would be expected of a homogeneous distribution. Instead $N(r)$ is proportional to $r^D$, where $D$ is approximately equal to 2, which is symptomatic of distribution with fractal dimension $D$. It is interesting to note, that for $D=2$, the cosmological gravitational redshift gives the linear distance-redshift relation and becomes an observable phenomenon (Mittal & Lohiya 2001). This non-integer dimension is known as Hausdorff dimension $d_H$, which can be computed to be within the range of $1.6 \sim 2.0$ up to the scale $1 \sim 200$ Mpc (Baryshev 1994, 1999). Furthermore, transition to homogeneity distribution has not been found yet. In this regards Anderson et al. xxii also admitted: “These findings (of clustering and void formation) have become increasingly difficult to reconcile with standard cosmological theories, in which the approach to homogeneity at large-scales is central element.” What more interests us here is that an extended version of Gross-Pitaevskii equation admits self-similar solutions and also it corresponds to Hausdorff dimension $d_H \sim 2$, which seems to substantiate our
hypothesis that there is exact correspondence between cosmological phenomena and condensed matter physics.\textsuperscript{xxii}

In principle, the proposed Cantorian Superfluid Vortex theory leads us to a fractal superfluid description of Euclidean flat-spacetime universe, which is scale-invariant and expanding at all scales, but without a cosmological constant (this was also suggested by Guendelman \textit{et al.} 2002, Winterberg 2002a, 2002b). This Cantorian Superfluid Vortex model is inhomogeneous though it is perhaps isotropic (in accordance with Einstein-Mandelbrot Cosmological Principle; Mittal & Lohiya 2001). Gibson (1999) has also described how the nonlinear cosmology model based on Navier-Stokes equations could explain the hidden-universe problem. Furthermore, it seems that the superfluid vortice model could explain why the inner cylindrical core of earth rotates independently of the rest of the planet.\textsuperscript{xxiii}

It seems therefore we could expect that further research will divulge more interesting fractal phenomena of Bose-Einstein condensate and superfluid systems (somewhat related to superfluid turbulence and its damping phenomena; Godfrey \textit{et al.} 2001), which could lead us to further generalization of the proposed Cantorian Superfluid Vortex model.

A new method to predict quantization of planetary orbits has been proposed based on a Cantorian superfluid vortex hypothesis. It could be expected that in the near future there will be more precise nonlinear cosmology models based on real fluid theory.
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Endnotes

i Term ‘turbulent mixing’ here has been used in accord with Gibson’s original terminology. Turbulence is defined as “an eddy-like state of fluid motion where the inertial-vortex forces of the eddies are larger than the viscous, buoyancy, electromagnetic or any other forces which tend to damp the eddies.” Furthermore, natural flows at very high Reynolds, Froude, Rossby numbers in the ocean, atmosphere, stars and interstellar medium develop highly intermittent turbulent and mixing (Gibson 1991, also Foias et al. 2001).


iii See also Castro, Mahecha, Rodriguez (2002) for further discussion on this approach from the fractal diffusion viewpoint.

iv As we know $\rho(\nabla \cdot \nabla)\nabla$ is the only nonlinear term in the Navier-Stokes equations; this term is also called the inertial (vortex) term. The Navier-Stokes equations are among the very few equations of mathematical physics for which the nonlinearity arises not from the physical attributes of the system but rather from the mathematical (kinematical) aspects of the system. In divergence free condition $\text{div } \mathbf{u} = 0$, the Navier-Stokes equations for a viscous, incompressible, homogenous flow are usually expressed as:

$$\frac{\partial \mathbf{u}}{\partial t} - \nu \Delta \mathbf{u} + (\mathbf{u} \cdot \nabla) \mathbf{u} + \nabla p = \mathbf{f},$$

$$\nabla \cdot \mathbf{u} = 0$$

where for notational simplicity, we represent the divergence of $\mathbf{u}$ by $\nabla \cdot \mathbf{u}$, and for all practical purposes the density has been normalized to unity, $\rho=1$ (C. Foias et al., 2001). It shall be worth noting, however, the origin of viscosity imposes a limit on the domain of validity of the Navier-Stokes equations. We should learn of some natural lengths characterizing the length scale region in which flow energy dissipation is dominated by viscous phenomena.
Therefore we find the significance of the Reynolds number emerges by comparing the inertial and dissipation terms of the Navier-Stokes equations. The inertial term dominates when:

\[ \text{Re} = \frac{L_\ast U_\ast}{\nu} \gg 1 \]

By setting the \( \text{Re} = +\infty \) (i.e. \( \nu = 0 \)), we obtain the case of inviscid flows. In this case, the divergence-free condition is retained but the momentum equation changes, resulting in the Euler equations for inviscid perfect fluids:

\[
\frac{\partial u}{\partial t} + (u \cdot \nabla) u + \nabla p = f, \\
\nabla \cdot u = 0
\]

Note here, some of the difficulties encountered in studying turbulent behavior, a largely inviscid regime, arise because of transition from Euler’s equations to the Navier-Stokes equations necessitates a change from a first-order system to a second-order one in space (\( \nabla \) to \( \Delta \)) (C. Foias et al. 2001).

\(^v\) We admit here the accepted viewpoint is superfluidity implies no dissipation (no turbulence is possible); the condensations –as long-lived states perhaps far from equilibrium – are indeed related to superfluidity, where the solutions are harmonic, so dissipative effects do not appear. Hence chaos can appear in the superfluid but not irreversible turbulence. However, recent research have begun to embrace this ‘superfluid turbulence’ issue (see Proceedings of the Isaac Newton Institute Workshop on Quantized Vortex Dynamics and Superfluid Turbulence, Cambridge, UK, Aug. 2000). They discussed for instance: hydrodynamic description of superfluid helium turbulence with quantum vortices; valuable comparison between the physics of Navier-Stokes and helium II turbulence; and a realistic possibility of experimental study of quantum turbulence in superfluid \( ^3\text{He} \).

Other researchers have considered the possibility of superfluid turbulence phenomena, particularly for superfluid \(^3\text{He} \) and \(^4\text{He} \). Zurek (1995, 16) considered turbulent tangle of vortex lines. Volovik (2000b) considered \(^3\text{He}-\text{A} \) effects to represent turbulent cosmic plasmas, though he admits these effects are less dramatic. Some experiments showing
unusual properties damping and viscosity properties of helium II, indicating turbulence phenomenon, have also been reported by (Godfrey et al. 2001). Therefore we could expect under certain condition superfluid (helium) could exhibit such turbulence phenomena.


Inspired by Landau two-fluid theory, a number of researchers share a viewpoint that a vortex can be a singularity in a “background” fluid. The background fluid is the superconductor (or superfluid) which can admit circulation, but without vorticity and without dissipation. The defect “vortex” regions are then topological defects (Yates 1996), which, if not empty holes, are bounded regions of real vorticity, with a vorticity discontinuity on the boundary of the defect domain. The discontinuity implies a lack of differentiability. In the limit, these regions are taken to be “vortex” threads or strings, but this is only part of the story for there are other types of topologically bounded regions of “vorticity” which in many cases can have persistent lifetimes, and therefore represent “objects” in the background fluid (see Kiehn 2001). In this regards, an active community sponsored by ESF in Europe, COSLAB-VORTEX-BEC2000+ groups have combined to give a workshop in Bilbao this summer (2003), see http://tp.lc.ehu.es/ILE/bilbaocoslab.htm. It appears that the objective of COSLAB is to see how these objects in a laboratory superfluid may be considered as models of a cosmology (Zurek 1995, Volovik 2000b). In effect, the background is the “vacuum aether superfluid” and the stars and galaxies are the “condensed objects” within it.

Vorticity in cosmology has been considered in a recent article, C. Schmid, arXiv:gr-qc/0201095 (2002); while the idea of condensation may correspond to article by G. Chapline, arXiv:hep-th/9812129 (1998).


This argument can be considered as based on the simple observation, i.e. one can represent natural objects like gas or water as (kinematic) dynamics of
fluids, but not as fields. Therefore we could conclude the domains of application of fields are less than those of fluids.

x It is known there exist exact solutions to the Navier-Stokes equations that— at constant vorticity— create bounded regions of fluid bubbles of isolated vorticity which are formed as the mean translational flow increases. It seems this could be an example of particle generation in dissipative media. It is perhaps also worth noting here, i.e. there does exist one-to-one correspondence between the Schroedinger equation and the Navier-Stokes equation for viscous compresible fluids, not just Madelung-Eulerian fluids (Kiehn 1989, 1999). The square of the wavefunction is the enstrophy of these fluids.

xi At this point, it is worth noting here this previous works by Cartan have shown that Dirac equation can be generalized without any recourse to non-differentiability nor to an aether. Therefore, such aether interpretation could be considered merely as plausible alternative interpretation, somewhat in accordance with the previous works of Prokhovik, Rothwarf (1998), Consoli arXiv:hep-ph/0109215 etc.

xii Similar suggestion of flat spacetime universe has also been argued recently for instance by Moniz (arXiv:gr-qc/0011098) and K. Akama (arXiv:hep-th/0007001, hep-th/0001113).

xiii Non-differentiable function is defined here in simple term as function, which has a derivative nowhere. It is known there are such functions, which are continuous but nowhere differentiable. Some mathematicians propose Weierstrass function belongs to this group.

xiv Alternatively, we could consider negative mass is inherent in the structure of the core of the Sun (arXiv:physics/0205040). This possibility has been discussed by DeAquino for the case of neutron stars. Otherwise, perhaps this negative mass could be considered as effects related to (ultra-cold superfluid neutron) boson stars as theorised by several authors.

xv There is also known transformation (Kustaanheimo-Steifel) from the Kepler problem to the harmonic oscillator problem. An alternative expression was given by Tewari (1998).

xvi See also Apeiron Vol. 9 No. 2 (2002), though this article discusses atmospheric flows instead of the motion of celestial bodies.

xvii Mandelbrot also suggested turbulent velocity fields may have fractal structure with a non-integer Hausdorff dimension: a pattern of spiral with smaller spirals on them—and so on to increasingly smaller scales. This is in
accordance with Landau’s (1963) turbulence definition as “superposition of an infinite number of vortices, or eddies, with sizes varying over all scales.” For discussion on possible limitations of such scale symmetry assumption, we refer to E.I. Guendelman, arXiv:gr-qc/0004011, arXiv:gr-qc/9901067.

This method uses Ordinary Least Square (OLS) theorem, or known as ‘least square error’ principle. However it shall be kept in mind, this OLS method has seven well-known premises known as “Gauss-Markov assumptions.”

For discussion on the plausibility of the proposed Negative-Mass Star (NMS), see for instance F. De Aquino, arXiv:physics/0205040 (2002a). In principle, he conjectures there is negative mass inside the vortex core of neutron stars. Therefore either we could observe a distant negative mass star as companion of the Sun, or perhaps the negative mass with mass approximately equivalent with the mass of the Sun is located inside the core of the Sun, as part of its inner structure. Alternatively, we could think such a negative mass as extension to Cantorian space of negative electron mass in Hall effect theory: 
\[-eEm_h / m_e = +eE\]
which can only hold if \(m_h=-m_e\). See H. Myers, Introductory solid state physics, Taylor & Francis, 2nd ed. (1997), p. 266-267.