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ABSTRACT 

Since the world is full of indeterminacy, the neutrosophics 

found their place into contemporary research. İn this paper 

we, introduce the distances between neutrosophic sets: the 

Hamming distance, The normalized Hamming distance, the 

Euclidean distance and normalized Euclidean distance. We 

will extend the concepts of distances to the case of 

neutrosophic hesitancy degree. Added to, this paper suggest 

how to enrich intuitionistic fuzzy querying by the use of 

neutrosophic values..   

General Terms 

Your general terms must be any term which can be used for 

general classification of the submitted material such as Pattern 

Recognition, Security, Algorithms et. al. 

Keywords 

Neutrosophic Sets; Hamming distance; Euclidean Distance; 

Normalized Euclidean Distance; Intuitionistic Fuzzy 

Querying;  Querying Databases; Neutrosophic Querying. 

1. INTRODUCTION 
Since the world is full of indeterminacy, the neutrosophics 

found their place into contemporary research. The 

fundamental concepts of neutrosophic set, introduced by 

Smarandache in [15, 16], and Salama et al. in [4, 10, 11, 12, 

13, 14, 18, 19, 20, 21, 22, 23], provides a natural foundation 

for treating mathematically the neutrosophic phenomena 

which exist pervasively in our real world and for building new 

branches of neutrosophic mathematics. Neutrosophy has laid 

the foundation for a whole family of new mathematical 

theories generalizing both their classical and fuzzy 

counterparts [1, 2, 3, 5, 6, 7, 8, 17, 24, 25] such as a 

neutrosophic set theory.The traditional query languages, used 

in the database management systems, require a precise and 

unambiguous specification of a query. It seems to be a serious 

limitation since a typical user often formulates his 

requirements in a natural language using imprecise 

expressions and vague terms. For this reason several 

approaches have been proposed to relax the rigidity of the 

conventional queries and make possible to use queries that 

allow for a more intelligent and human consistent information 

retrieval (see, e.g. [5, 8, 9]). The FQUERY for Access in [5, 6, 

7, 8, 9] is an example of a computer program that enables to 

create different kinds of fuzzy queries. Using such fuzzy 

queries we deal no longer with binary outputs whether a 

record fulfill given requirement or not – but we get an 

information on the degree the record complies with the 

requirement. İn this paper we, introduce the distances between 

neutrosophic sets: the Hamming distance, The normalized 

Hamming distance, the Euclidean distance and normalized 

Euclidean distance. We will extend the concepts of distances 

to the case of neutrosophic hesitancy degree. 

2. TERMINOLOGIES 
Neutrosophy has laid the foundation for a whole family of 

new mathematical theories generalizing both their classical 

and fuzzy counterparts [1, 2, 3, 5, 6, 7, 8, 17, 24, 25] such as a 

neutrosophic set theory. We recollect some relevant basic 

preliminaries, and in particular, the work of Smarandache in 

[15, 16] and Salama et al. [4, 10, 11, 12, 13, 14, 18, 19, 20, 

21, 22, 23]. Smarandache introduced the neutrosophic 

components T, I, F which represent the membership, 

indeterminacy, and non-membership values respectively, 

where  is nonstandard unit interval. Salama introduced the 

following: Let X be a non-empty fixed set. A neutrosophic set   

is an object having the form    where   and   which represent 

the degree of member ship function (namely ), the degree of 

indeterminacy (namely  ), and the degree of non-member ship 

(namely  ) respectively of each element   to the set   where  

and  . Smarandache introduced the following:  Let T, I, F be 

real standard or nonstandard subsets of  , with   

Sup_T=t_sup, inf_T=t_inf 

Sup_I=i_sup, inf_I=i_inf 

Sup_F=f_sup, inf_F=f_inf 

n-sup=t_sup+i_sup+f_sup 

n-inf=t_inf+i_inf+f_inf, 

T, I, F are called neutrosophic components 

3. DİSTANCES BETWEEN 

NEUTROSOPHİC SETS 
We will now extend the concepts of distances presented in 

[17] to the case of neutrosophic sets. 

 

 

 

 

Definition 3.1 
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     Let  XxxxxA AAA  )),(),(),((   and  XxxxxB BBB  )),(),(),((   in  nxxxxX ,...,,, 321   

then 

i) The Hamming distance is equal to 

   



n

i
iBiAiBiAiBiANs xxxxxxBAd

1

)()()()()()(,  . 

ii) The Euclidean distance is equal to 

        



n

i
iBiAiBiAiBiANs xxxxxxBAe

1

222
)()()()()()(,   

iii)  The  normalized Hamming distance is equal to 

   



n

i
iBiAiBiAiBiANs xxxxxx

n
BANH

1

)()()()()()(
2

1
,   

iv)  The  normalized Euclidean distance is equal to 

        



n

i

iBiAiBiAiBiANs xxxxxx
n

BANE
1

222
)()()()()()(

2

1
,   

 Example 3.1 

Let us consider for simplicity degenrated neutrosophic sets 

FGDBA ,,,, in  .aX   A full description of each 

neutrosophic set i.e.  XaxxxA AAA  )),(),(),((  , 

may be exemplified by  

 XaA  ,0,0,1 ,  ,,0,1,0 XaB 

 ,,1,0,0 XaD   ,,0,5.0,5.0 XaG 

 ,,5.0.0,25.0,25.0 XaE  .     Let us calculate four 

distances between the above neutrosophic sets using i), ii), iii) 

and iv) formulas , 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.1A geometrical interpretation of the neutrosophic considered in Example 5.1 . 

We obtain  
2

1
, DAeNs ,  

2

1
, DBeNs ,  

2

1
, BAeNs ,  

2

1
, GAeNs ,   ,

2

1
, GBeNs   ,

4

1
, GEeNs   ,

4

1
, GDeNs

  ,1, BANENs   ,1, DANENs   ,1, DBNENs   ,
2

1
, GANENs   ,

2

1
, GBNENs   ,

2

1
, GBNENs

  ,
4

3
, GENENs and   ,

2

3
, GDNENs  

  From the above results the triangle ABD (Fig.1) has edges 

equal to 2   and      
2

1
,,,  BAeDBeDAe NsNsNs

and       DBNEDANEBANE NsNsNs ,,,

    ,1,2,2  GBNEGANE NsNs and  GENENs , is 

equal to half of the height of triangle with all edges equal to 

2 multiplied by,
2

1
 i.e.  

4

3
. 

Example 3.2 

Let us consider the following neutrosophic sets A and B in  

 .,,,, edcbaX  , 

 0,0,1,6.0,2.0,2.0,5.0,2.0,3.0,2.0,6.0,2.0,2.0,3.0,5.0A

,

 0,0,0,1.0,0,9.0,3.0,2.0,5.0,5.0,2.0,3.0,2.0,6.0,2.0B

 

Then   ,3, BAdNs   ,43.0, BANHNs   49.1, BAeNs  and   .55.0, BANENs  

 

Remark 3.1 

Clearly these distances satisfy the conditions of metric space. 

Remark 3.2 

It is easy to notice that for formulas i), ii), iii) and iv)  the 

following is valid: 
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a)   nBAdNs  ,0  

b)   1,0  BANHNs  

c)   nBAeNs  ,0  

d)   1,0  BANENs . 

This representation of a neutrosophic set (Fig. 2) will be a 

point of departure for neutrosophic crisp distances, and 

entropy of neutrosophic sets. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2. A three-dimension representation of a neutrosophic set. 

 

We will now extend the concepts of distances to the case of 

neutrosophic hesitancy degree. By taking into account the 

four parameters characterization of  neutrosophic  sets  i.e. 

 XxxxxxA AAAA  ,)(),(),(),( 
 

 

Definition3.2 

Let  XxxxxA AAA  )),(),(),((   and  XxxxxB BBB  )),(),(),((  on  nxxxxX ,...,,, 321  

For  a neutrosophic set  XxxxxA AAA  )),(),(),((  in X, we call   )()()(3 xxxx AAAA   , the 

neutrosophic index of x in A. İt is a hesitancy degree of x to A it is obvtous that   30  xA . 

 

Definition 3.3 

     Let  XxxxxA AAA  )),(),(),((   and  XxxxxB BBB  )),(),(),((  in

 nxxxxX ,...,,, 321  then 

i) The Hamming distance is equal to 

ii)       



n

i

iBiAiBiAiBiAiBiANs xxxxxxxxBAd
1

)()()()()()(, 

iii) .Taking into account that 

  )()()(3 iAiAiAiA xxxx  
 and 

  )()()(3 iBiBiBiB xxxx  
 

we have  

  )()()(3)()()(3)( iBiBiAiAiAiAiBiA xxxxxxxx  
 

)()()()()()( iAiBiAiBiAiB xxxxxx   . 

 

iv) The Euclidean distance is equal to 

             



n

i

iBiAiBiAiBiAiBiANs xxxxxxxxBAe
1

2222
)()()()()()(,   

we have 

 

     
2

iBiA xx    2))()()(()()( iBiBiBiAiAiA xxxxxx   =

  
22 )()())()(( iBiAiAiB xxxx  2))()(( iBiA xx    

+  )()()()((2 iBiAiAiB xxxx   ))()(( iAiB xx    

 

v)  The  normalized Hamming distance is equal to 

      



n

i
BiAiBiAiBiAiBiANs xxxxxxxx

n
BANH

1
1)()()()()()(

2

1
,   
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vi)  The  normalized Euclidean distance is equal to 

             



n

i
iBiAiBiAiBiAiBiANs xxxxxxxx

n
BANE

1

2222
)()()()()()(

2

1
,   

Remark 3.3  

 

           It is easy to notice that for formulas i), ii), iii) and iv)  the following is valid: 

a)   nBAdNs 2,0   

b)   2,0  BANH Ns  

c)   nBAeNs 2,0   

d)   2,0  BANENs .

 

4. QUERYING VIA NEUTROSOPHIC 

SETS   
A query may be treated as a set of searching criteria conceived 

by a user. A typical query expressed in SQL is written in a 

following form  

SELECT < list of attributes > 

FROM < list of tables > 

WHERE < condition >. 

Its role is to select records (rows) that satisfy given condition. 

Each record from the table either satisfies or does not satisfy 

the condition and as a result we obtain a crisp set of database 

records that come up to query. However, as it was mentioned 

above, traditional query syntax requires very rigid formulation 

of the constraints, while for a human being a common 

language is a natural medium to form and express his 

thoughts. Now we will try to construct a query that enables a 

direct use of linguistic terms modeled by neutrosophic sets, 

i.e. a query with a following syntax: 

SELECT < list of attributes > 

FROM < list of tables > 

WHERE <neutrosophic  condition >. 

Let us consider a crisp relational database with a set of 

attributes  nAAA ,..., 21  and a set of records

 mrrrR ,..., 21  . Let jX  denote the universe of 

discourse for the attribute jA . Moreover, let  

nXXXRZ  ...: 21  denote a function that 

determines a vector of values of all attributes corresponding to 

each record, i.e.  inii zzrZ ,...,)( 1  where ijz  is a value 

of the attribute jA  for the record ir . To construct a NS-

query, a suitable neutrosophic set must be defined for each 

attribute used in WHERE clause. Thus, actually, our NS-

query is an operator T which transforms each attribute jA to 

the corresponding neutrosophic set 
T

jA  

 jT

j

T

j

T

j

T

j XxxxxA  :)(),(),(   

where  1,0:,, j

T

j

T

j

T

j X  are the 

membership, indeterminacy and non-membership  function of 

the defined by the neutrosophic  term T for the attribute jA , 

respectively.  

As soon as we accept vague terms in queries we also have to 

modify our meaning of matching between the query and a 

record of database.  It would be unreasonable to require the 

answer for a NS-query to be completely precise, adhering to 

the classical yes-no or non logic.  

Now we expect the system to produce a list of records 

matching a query to a degree higher than a specified threes 

hold and to list the records according to the linear semi 

ordering. However, in our approach utilizing neutrosophic 

sets we do not have such natural linear ordering, because we 

have to look on three functions 
T

j

T

j

T

j  ,,  . Therefore, 

we will construct a desired semi ordering using distances 

mentioned in Sec.3.  

Let us define a function )(: RNSRU   which determines a neutrosophic set iR for each record ir  in a following way

 )( ii rUR  ,)(),(),(,,...)(),(),(, 1111  nRnRnRnRRR AAAAAAAA
iiiiii

 ; where )( jR A
i



),( ij

T

A z
j

 )( jR A
i

 ),( ij

T

A z
j

  and )( jR A
i

 ).( ij

T

A z
j

  

 In other words iR  ,)(),(),(,,...)(),(),(, 1111 1
 inAinAinAniAiAiA zzzAzzzA

iiniii


 

It is obvious that an neutrosophic set B corresponding to the 

best record, i.e. the record satisfying perfectly all 

requirements of the query, would have a following form 

 ,0,0,1,,...0,0,1,1 nAAB   while a neutrosophic set 

W corresponding  to the worst record, i.e. the record that does 

not satisfy any requirements of the query, would look like : 

 ,1,1,0,,...1,1,0,1 nAAW  We will apply  

neutrosophic sets B and W in our method of calculating 

matching degrees. They would simply constitute the upper 

horizon and the lower horizon, respectively.  Hence 

),( BRd i   and ),( WRd i  denote the Hamming or 

Euclidean distance of the neutrosophic set iR  from the upper 

and lower horizon, respectively. These two numbers show 

how close is the record ir  to the best and to the worst 

possible record, respectively. Of course, while querying 

database we are looking for records with possibly low 

)(., Bd and possibly high )(.,Wd Therefore, let us define
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),(1 BRd
i iS 



, ),( WRd
i iS 



.  It is clear that a desired record should have both values 
iS



and 
iS



as high as 

possible. An easy computation shows that for the Hamming distance we obtain:  




1
iS     )1(          )()()()()()(1,

1





n

i

iBiRiBiRiBiRiNs xxxxxxBRd
iii


 

),( WRd
i iS 



=   )2(                      )()()()()()(
1





n

i

iWiRiWiRiWiR xxxxxx
iii

  

Similarly, we can consider the Euclidean distances  BRe iNs , and  WRe iNs , and corresponding 

values 

         )3(  )()()()()()(1,1
1

222





n

i

iBiRiBiRiBiRiNs xxxxxxBRe
i iii

S   

 

         (4)        )()()()()()(,
1

222







n

i

iWiRiWiRiWiRiNs xxxxxxWRe
i iii

S 

Now the question is how to apply (1), (2), (3) and (4) in 

matching degrees computation. We suggest here three basic 

methods for determining matching degrees. Namely, we can 

calculate the matching degree for the i-th record either as an 

average of  
iS

 and iS


, i.e.  2

iSS
S

i
AV

i








, or as a 

maximum of these two values 
max(S

MAX

i
iS

 , iS


), 

or as the minimum 
min(S

MIN

i
iS

 , iS


) It is easily 

seen that 
iS

  iS


Thus we get S
MAX

i = S
MIN

i .  Hence 

using S
MIN

i  we restrict our consideration to the distance 

from the record which fits best, while using S
MIN

i  we 

consider the distance from the worst possibility only. Thus 

S
MIN

i  gives us an optimistic matching degree, S
MAX

i a 

pessimistic one and S
AV

i  is a balanced one. We can also 

consider a natural family of operators for matching degree 

computation. Suppose 
]1,0[q

 is a constant that 

characterizes the subjective weight attributed to the distance 

from the upper and the lower horizon. Then, for given q, let us 

define the matching degree for the record i-th as follows 

S
q

i
iqS

 +
.)1(

i
q S




). One can see easily that this 

operators discussed above are particular members of the 

family
]}1,0[:{ qS

q

i . Namely, SS i

AV

i

5.0


, 

SS i

MIN

i

1


 and 
.

0

SS i

MAX

i


 Whatever method for 

calculating matching degrees (note it briefly as S i ) we 

choose, this method induces a semi ordering on a set of 

records. Hence we may say that a record ir   precedes record 

jr
 (or is – in some sense – better) if and only if the matching 

degree S i  is not smaller than jS
, i.e. 

jiji SSrr 
. 

Of course, this semi ordering strongly depends on the method 

used for calculating matching degree. We expect the system to 

reject the records with matching degree lower than a specified 

threshold. Therefore we reject the i-th record if 
S i , 

where 


 is a fixed number from the interval [0;1]. Hence we 

obtain a following algorithm of querying via neutrosophic 

values: 

1. Take the record from the database. 

2. Calculate S i . 

3. Accept the record if 
S i ]1,0[

), 

otherwise reject. 

4. If there are more records go to Step 1, otherwise go to Step 

5. 

5. List all accepted records from the ’best’ to the ’worst’ 

according to
jiji SSrr 

. 

 

5. CONCLUSION 
In the present paper we have shown how to enrich fuzzy 

querying by the use of neutrosophic values. Since a condition 

in the clause WHERE may involve not only imprecise values 

but also such linguistic terms as fuzzy relations, and linguistic 

quantifiers, some other generalizations seem natural. In 

further work we would try to apply neutrosophic sets for 

modeling relations and in defining quantifiers too. However, 

we believe that even limited, our method enables the user to 
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construct queries in a more flexible way. Some of the 

properties of the neutrosophic sets, Distance measures and 

Hesitancy Degree, These measures can be used effectively in 

image processing and pattern recognition. The future work 

will cover the application of these measures. 
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