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## Abstract

In this paper, it will be shown a generalization of the series of the exponential function using non-integer and negative exponents for the correspondent polynomial such as:

$$
\begin{aligned}
& e^{x}=\cdots-\frac{\Gamma\left(\frac{7}{2}\right)}{\pi} x^{-\frac{7}{2}}+\frac{\Gamma\left(\frac{5}{2}\right)}{\pi} x^{-\frac{5}{2}}-\frac{\Gamma\left(\frac{3}{2}\right)}{\pi} x^{-\frac{3}{2}}+\frac{\Gamma\left(\frac{1}{2}\right)}{\pi} x^{-\frac{1}{2}}+\frac{1}{\Gamma\left(\frac{3}{2}\right)} x^{\frac{1}{2}}+\frac{1}{\Gamma\left(\frac{5}{2}\right)} x^{\frac{3}{2}} \\
&+\frac{1}{\Gamma\left(\frac{7}{2}\right)} x^{\frac{5}{2}}+\cdots
\end{aligned}
$$

Being $\Gamma(\mathrm{z})$ the gamma function. The series with negative exponents seems to diverge. But it will be demonstrated that they can be calculated using the following integral. This integral converges and therefore, it can be solved, leading for the exact result for the exponential function.

$$
e^{x}=\frac{x^{-\frac{1}{2}}}{\pi} \int_{0}^{\infty} \frac{t^{-\frac{1}{2}} e^{-t}}{1+\frac{t}{x}} d t+\frac{1}{\Gamma\left(\frac{3}{2}\right)} x^{\frac{1}{2}}+\frac{1}{\Gamma\left(\frac{5}{2}\right)} x^{\frac{3}{2}}+\frac{1}{\Gamma\left(\frac{7}{2}\right)} x^{\frac{5}{2}}+\cdots
$$

A generalization with complex exponents for the series will be shown in the paper.
The Newton binomial theorem is also generalized this way (being w a free complex parameter):

$$
\begin{aligned}
(m+1)^{s}= & \sum_{\substack{k=-\infty \\
k=\text { integer }}}^{\infty} m^{k+w} \frac{\Gamma(s+1)}{\Gamma(k+w+1) \Gamma(s-k-w+1)}= \\
& =\cdots+m^{-2+w} \frac{\Gamma(s+1)}{\Gamma(-1+w) \Gamma(s+3-w)} \\
& +m^{-1+w} \frac{\Gamma(s+1)}{\Gamma(w) \Gamma(s+2-w)}+m^{w} \frac{\Gamma(s+1)}{\Gamma(w+1) \Gamma(s+1-w)} \\
& +m^{1+w} \frac{\Gamma(s+1)}{\Gamma(w+2) \Gamma(s-w)}+m^{2+w} \frac{\Gamma(s+1)}{\Gamma(w+3) \Gamma(s-1-w)}+\cdots .
\end{aligned}
$$

It will be also shown that there are infinite solutions for the fractional derivative of a constant. But the only one that at the same time keeps the derivative of the exponential function being itself again, is the following:

$$
\frac{d^{\frac{1}{2}} C}{d x^{\frac{1}{2}}}=\frac{C}{\pi} \int_{0}^{\infty} \frac{t^{-\frac{1}{2}} e^{-t} x^{-\frac{1}{2}}}{1+\frac{t}{x}} d t
$$

Again, a generalization for fractional derivatives of $\mathrm{z}^{\text {th }}$ grade (being z a general complex number) of a constant will be shown.
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## 1. Introduction

The exponential function is normally defined as the following power series [1]. In this definition the powers are positive integers:

$$
\begin{equation*}
e^{x}=\sum_{k=0}^{\infty} \frac{x^{k}}{k!}=1+\frac{x}{1!}+\frac{x^{2}}{2!}+\frac{x^{3}}{3!}+\cdots \tag{1}
\end{equation*}
$$

In this paper, we will look for different power series but with non-integer (and also negative) exponents.

To do so, we will apply two methods.
The first one, more formal, will take use of fractional derivative. Normally the derivative is defined using integer ordinals, first derivative, second derivative etc... The fractional derivative [2] permits making such things as half derivative, $3 / 2$ derivative etc... We will use the non-written rule that whatever derivative we apply to the exponential function, the result should be the exponential function again. This way we will calculate the coefficients of the different power series.

The second one, much easier, will just make a generalization of the factorials that apply in the coefficient of the standard series (using the Euler gamma function [3]). And then using certain properties of this gamma function, we will operate them to try to obtain results that converge

As a parallel consequence, these calculations will lead to a specific definition of the fractional derivative of a constant. It will be shown that there are multiple possible definitions for fractional derivative of a constant. But there is only one that at the same time fulfills
the non-written rule that whatever derivative we apply to the exponential function we obtain again the exponential function.

Finally, a proposal for steps to go to a deeper generalization of the Newton generalized binomial theorem will be commented. Getting series of the Newton binomial composed by powers with non-integer exponents could be used in the Riemann zeta function, to find new ways of operating with it. Regretfully, this work has still to be done, as no valid solution has been found at this stage.

## 2. Applying the half derivative to the exponential function

The fractional derivative of a power is defined as [2]:

$$
\begin{equation*}
\frac{d^{a}}{d x^{a}} x^{k}=\frac{\Gamma(k+1)}{\Gamma(k-a+1)} x^{k-a} \tag{5}
\end{equation*}
$$

Where $\Gamma$ represents the Euler gamma function [3]. So, to calculate the half derivative we substitute the "a" variable by $1 / 2$ :

$$
\begin{align*}
\frac{d^{\frac{1}{2}}}{d x^{\frac{1}{2}}} x^{k} & =\frac{\Gamma(k+1)}{\Gamma\left(k-\frac{1}{2}+1\right)} x^{k-\frac{1}{2}}  \tag{6}\\
\frac{d^{\frac{1}{2}}}{d x^{\frac{1}{2}}} x^{k} & =\frac{\Gamma(k+1)}{\Gamma\left(k+\frac{1}{2}\right)} x^{k-\frac{1}{2}} \tag{7}
\end{align*}
$$

As commented before, the exponential function is defined as [1]:

$$
\begin{equation*}
e^{x}=\sum_{k=0}^{\infty} \frac{x^{k}}{k!}=1+\frac{x}{1!}+\frac{x^{2}}{2!}+\frac{x^{3}}{3!}+\cdots \tag{1}
\end{equation*}
$$

Our idea is to take the half derivative of the exponential function, taking the half derivative of each component. But, first, let's make some cosmetic changes to facilitate this operation.

First, we will express the constant " 1 " as a function of $x$ (in fact, as $x^{0}$ ). And we will apply for this element also, the correspondent "hidden" factorial 0!. For the second element, we will make explicit the exponent 1 .

$$
\begin{equation*}
e^{x}=\sum_{k=0}^{\infty} \frac{x^{k}}{k!}=\frac{x^{0}}{0!}+\frac{x^{1}}{1!}+\frac{x^{2}}{2!}+\frac{x^{3}}{3!}+\cdots \tag{8}
\end{equation*}
$$

Now, we will substitute the factorials by its correspondent value of the Euler gamma function knowing that [3]:

$$
\begin{gather*}
k!=\Gamma(k+1)  \tag{8.1}\\
e^{x}=\sum_{k=0}^{\infty} \frac{x^{k}}{\Gamma(k+1)}=\frac{x^{0}}{\Gamma(1)}+\frac{x^{1}}{\Gamma(2)}+\frac{x^{2}}{\Gamma(3)}+\frac{x^{3}}{\Gamma(4)}+\cdots \tag{9}
\end{gather*}
$$

So, what we will do is to take the half derivative of each element, using the previous commented equation (7):

$$
\begin{equation*}
\frac{d^{\frac{1}{2}}}{d x^{\frac{1}{2}}} x^{k}=\frac{\Gamma(k+1)}{\Gamma\left(k+\frac{1}{2}\right)} x^{k-\frac{1}{2}} \tag{7}
\end{equation*}
$$

So, applying (7), element to element to equation (9) we obtain:

$$
\begin{gather*}
\frac{d^{\frac{1}{2}}}{d x^{\frac{1}{2}}} e^{x}=\frac{\Gamma(0+1)}{\Gamma\left(0+\frac{1}{2}\right)} \frac{x^{0-\frac{1}{2}}}{\Gamma(1)}+\frac{\Gamma(1+1)}{\Gamma\left(1+\frac{1}{2}\right)} \frac{x^{1-\frac{1}{2}}}{\Gamma(2)}+\frac{\Gamma(2+1)}{\Gamma\left(2+\frac{1}{2}\right)} \frac{x^{2-\frac{1}{2}}}{\Gamma(3)}+\frac{\Gamma(3+1)}{\Gamma\left(3+\frac{1}{2}\right)} \frac{x^{3-\frac{1}{2}}}{\Gamma(4)}+\cdots  \tag{10}\\
\frac{d^{\frac{1}{2}}}{d x^{\frac{1}{2}}} e^{x}=\frac{\Gamma(1)}{\Gamma\left(\frac{1}{2}\right)} \frac{x^{-\frac{1}{2}}}{\Gamma(1)}+\frac{\Gamma(2)}{\Gamma\left(\frac{3}{2}\right)} \frac{x^{\frac{1}{2}}}{\Gamma(2)}+\frac{\Gamma(3)}{\Gamma\left(\frac{5}{2}\right)} \frac{x^{\frac{3}{2}}}{\Gamma(3)}+\frac{\Gamma(4)}{\Gamma\left(\frac{7}{2}\right)} \frac{x^{\frac{5}{2}}}{\Gamma(4)}+\cdots \tag{11}
\end{gather*}
$$

We can see that some gammas cancel each other (they are in numerators and denominators). So, operating:

$$
\begin{equation*}
\frac{d^{\frac{1}{2}}}{d x^{\frac{1}{2}}} e^{x}=\frac{x^{-\frac{1}{2}}}{\Gamma\left(\frac{1}{2}\right)}+\frac{x^{\frac{1}{2}}}{\Gamma\left(\frac{3}{2}\right)}+\frac{x^{\frac{3}{2}}}{\Gamma\left(\frac{5}{2}\right)}+\frac{x^{\frac{5}{2}}}{\Gamma\left(\frac{7}{2}\right)}+\cdots \tag{12}
\end{equation*}
$$

The problem with the expression (12) is that it is not correct. If we consider the non-written rule that every derivative (fractional or not) of the exponential function should be equal to the exponential function, this function (12) above does not fulfill it.
If you substitute the " $x$ " above by different numbers, you will see that the result is not equal to $e^{x}$. The higher the " $x$ " you will see that they approximate but they are never the same. And with low values of " $x$ " the distance can really increase. Check $x=0$, for example...

So, how do we correct it? We will oblige that expression to fulfil the rule that every derivative we make, we get the same result (so forcing it to have the same property as the exponential function). So, how do we do it?

We do not need the fractional derivative anymore. We can just make the normal derivative once and again and check the results, until we get a result where the original is the same as its derivative (a property of the exponential function).

So, we take the first derivative of (12):

$$
\begin{gather*}
\frac{d}{d x}(E q .12)=\frac{d}{d x}\left(\frac{x^{-\frac{1}{2}}}{\Gamma\left(\frac{1}{2}\right)}\right)+\frac{d}{d x}\left(\frac{x^{\frac{1}{2}}}{\Gamma\left(\frac{3}{2}\right)}\right)+\frac{d}{d x}\left(\frac{x^{\frac{3}{2}}}{\Gamma\left(\frac{5}{2}\right)}\right)+\frac{d}{d x}\left(\frac{x^{\frac{5}{2}}}{\Gamma\left(\frac{7}{2}\right)}\right)+\cdots  \tag{13}\\
\frac{d}{d x}(E q .12)=\left(-\frac{1}{2}\right) \frac{x^{-\frac{1}{2}-1}}{\Gamma\left(\frac{1}{2}\right)}+\left(\frac{1}{2}\right) \frac{x^{\frac{1}{2}-1}}{\Gamma\left(\frac{3}{2}\right)}+\left(\frac{3}{2}\right) \frac{x^{\frac{3}{2}-1}}{\Gamma\left(\frac{5}{2}\right)}+\left(\frac{5}{2}\right) \frac{x^{\frac{5}{2}-1}}{\Gamma\left(\frac{7}{2}\right)}+\cdots \tag{14}
\end{gather*}
$$

Now, we will use the following property of the gamma function [3]:

$$
\begin{equation*}
\Gamma(k)=(k-1) \Gamma(k-1) \tag{15}
\end{equation*}
$$

And I will apply it only to the elements that have exponents equal or higher than ( $-1 / 2$ ) (later, you will see why):

$$
\begin{equation*}
\frac{d}{d x}(E q .12)=\left(-\frac{1}{2}\right) \frac{x^{-\frac{3}{2}}}{\Gamma\left(\frac{1}{2}\right)}+\left(\frac{1}{2}\right) \frac{x^{-\frac{1}{2}}}{\left(\frac{1}{2}\right) \Gamma\left(\frac{1}{2}\right)}+\left(\frac{3}{2}\right) \frac{x^{\frac{1}{2}}}{\left(\frac{3}{2}\right) \Gamma\left(\frac{3}{2}\right)}+\left(\frac{5}{2}\right) \frac{x^{\frac{3}{2}}}{\left(\frac{5}{2}\right) \Gamma\left(\frac{5}{2}\right)}+\cdots \tag{16}
\end{equation*}
$$

Cancelling the numbers that are in numerator and denominator, we have:

$$
\begin{equation*}
\frac{d}{d x}(E q .12)=\left(-\frac{1}{2}\right) \frac{x^{-\frac{3}{2}}}{\Gamma\left(\frac{1}{2}\right)}+\frac{x^{-\frac{1}{2}}}{\Gamma\left(\frac{1}{2}\right)}+\frac{x^{\frac{1}{2}}}{\Gamma\left(\frac{3}{2}\right)}+\frac{x^{\frac{3}{2}}}{\Gamma\left(\frac{5}{2}\right)}+\cdots \tag{16}
\end{equation*}
$$

And you can check above that the equation (12) was:

$$
\begin{equation*}
\frac{x^{-\frac{1}{2}}}{\Gamma\left(\frac{1}{2}\right)}+\frac{x^{\frac{1}{2}}}{\Gamma\left(\frac{3}{2}\right)}+\frac{x^{\frac{3}{2}}}{\Gamma\left(\frac{5}{2}\right)}+\frac{x^{\frac{5}{2}}}{\Gamma\left(\frac{7}{2}\right)}+\cdots \tag{12}
\end{equation*}
$$

So, you can see that they are the same, except that a new element with exponent ( $-3 / 2$ ) has appeared in (16). The rest of the elements (taking into account the $\ldots$ on the right) are the same.

So, we will take the derivative again (now to expression (16)) and see what happens:

$$
\begin{gather*}
\frac{d}{d x}(\text { Eq. 16 })=\frac{d}{d x}\left(\left(-\frac{1}{2}\right) \frac{x^{-\frac{3}{2}}}{\Gamma\left(\frac{1}{2}\right)}\right)+\frac{d}{d x}\left(\frac{x^{-\frac{1}{2}}}{\Gamma\left(\frac{1}{2}\right)}\right)+\frac{d}{d x}\left(\frac{x^{\frac{1}{2}}}{\Gamma\left(\frac{3}{2}\right)}\right)+\frac{d}{d x}\left(\frac{x^{\frac{3}{2}}}{\Gamma\left(\frac{5}{2}\right)}\right) \\
+\cdots \\
\frac{d}{d x}(\text { Eq. 16 })=\left(-\frac{3}{2}\right)\left(-\frac{1}{2}\right) \frac{x^{-\frac{3}{2}-1}}{\Gamma\left(\frac{1}{2}\right)}+\left(-\frac{1}{2}\right) \frac{x^{-\frac{1}{2}-1}}{\Gamma\left(\frac{1}{2}\right)}+\left(\frac{1}{2}\right) \frac{x^{\frac{1}{2}-1}}{\Gamma\left(\frac{3}{2}\right)}+\left(\frac{3}{2}\right) \frac{x^{\frac{3}{2}-1}}{\Gamma\left(\frac{5}{2}\right)}+\cdots \tag{18}
\end{gather*}
$$

Making the substitution (15) for exponents equal or higher than (-1/2) we get:

$$
\begin{gathered}
\frac{d}{d x}(E q \cdot 16)=\left(-\frac{3}{2}\right)\left(-\frac{1}{2}\right) \frac{x^{-\frac{5}{2}}}{\Gamma\left(\frac{1}{2}\right)}+\left(-\frac{1}{2}\right) \frac{x^{-\frac{3}{2}}}{\Gamma\left(\frac{1}{2}\right)}+\left(\frac{1}{2}\right) \frac{x^{-\frac{1}{2}}}{\left(\frac{1}{2}\right) \Gamma\left(\frac{1}{2}\right)}+\left(\frac{3}{2}\right) \frac{x^{\frac{1}{2}}}{\left(\frac{3}{2}\right) \Gamma\left(\frac{3}{2}\right)} \\
+\cdots
\end{gathered}
$$

Leading to:

$$
\begin{equation*}
\frac{d}{d x}(E q .16)=+\left(\frac{3}{2}\right)\left(\frac{1}{2}\right) \frac{x^{-\frac{5}{2}}}{\Gamma\left(\frac{1}{2}\right)}-\left(\frac{1}{2}\right) \frac{x^{-\frac{3}{2}}}{\Gamma\left(\frac{1}{2}\right)}+\frac{x^{-\frac{1}{2}}}{\Gamma\left(\frac{1}{2}\right)}+\frac{x^{\frac{1}{2}}}{\Gamma\left(\frac{3}{2}\right)}+\cdots \tag{20}
\end{equation*}
$$

If we compare with expression (16), we see that they are the same but with a new element with exponent $(-5 / 2)$. If repeat the process again and again (take the derivative again and again) we will get the expression:

$$
\begin{aligned}
\ldots-\left(\frac{9}{2}\right)\left(\frac{7}{2}\right)\left(\frac{5}{2}\right) & \left(\frac{3}{2}\right)\left(\frac{1}{2}\right) \frac{x^{-\frac{11}{2}}}{\Gamma\left(\frac{1}{2}\right)}+\left(\frac{7}{2}\right)\left(\frac{5}{2}\right)\left(\frac{3}{2}\right)\left(\frac{1}{2}\right) \frac{x^{-\frac{9}{2}}}{\Gamma\left(\frac{1}{2}\right)}-\left(\frac{5}{2}\right)\left(\frac{3}{2}\right)\left(\frac{1}{2}\right) \frac{x^{-\frac{7}{2}}}{\Gamma\left(\frac{1}{2}\right)} \\
& +\left(\frac{3}{2}\right)\left(\frac{1}{2}\right) \frac{x^{-\frac{5}{2}}}{\Gamma\left(\frac{1}{2}\right)}-\left(\frac{1}{2}\right) \frac{x^{-\frac{3}{2}}}{\Gamma\left(\frac{1}{2}\right)}+\frac{x^{-\frac{1}{2}}}{\Gamma\left(\frac{1}{2}\right)}+\frac{x^{\frac{1}{2}}}{\Gamma\left(\frac{3}{2}\right)}+\frac{x^{\frac{3}{2}}}{\Gamma\left(\frac{5}{2}\right)}+\frac{x^{\frac{5}{2}}}{\Gamma\left(\frac{7}{2}\right)} \\
& +\cdots
\end{aligned}
$$

And if repeat the process infinite times, we get always the same result. We have infinite number of elements on the left and on the right, but if we take the derivative of all these infinite elements, we get the same expression. This means, the expression (21) fulfills the property that it is its own derivative (the property necessary to be a possible expression for the exponential function $\mathrm{e}^{\mathrm{x}}$ ).
But let's continue cleaning a little bit the expression. For the elements with negative exponents, we will multiply the numerator and the denominator by $\Gamma(1 / 2)$, leading to:

$$
\begin{aligned}
& \ldots-\left(\frac{9}{2}\right)\left(\frac{7}{2}\right)\left(\frac{5}{2}\right)\left(\frac{3}{2}\right)\left(\frac{1}{2}\right) \Gamma\left(\frac{1}{2}\right) \frac{x^{-\frac{11}{2}}}{\left(\Gamma\left(\frac{1}{2}\right)\right)^{2}}+\left(\frac{7}{2}\right)\left(\frac{5}{2}\right)\left(\frac{3}{2}\right)\left(\frac{1}{2}\right) \Gamma\left(\frac{1}{2}\right) \frac{x^{-\frac{9}{2}}}{\left(\Gamma\left(\frac{1}{2}\right)\right)^{2}} \\
& \quad\left(\frac{5}{2}\right)\left(\frac{3}{2}\right)\left(\frac{1}{2}\right) \Gamma\left(\frac{1}{2}\right) \frac{x^{-\frac{7}{2}}}{\left(\Gamma\left(\frac{1}{2}\right)\right)^{2}}+\left(\frac{3}{2}\right)\left(\frac{1}{2}\right) \Gamma\left(\frac{1}{2}\right) \frac{x^{-\frac{5}{2}}}{\left(\Gamma\left(\frac{1}{2}\right)\right)^{2}} \\
& \quad\left(\frac{1}{2}\right) \Gamma\left(\frac{1}{2}\right) \frac{x^{-\frac{3}{2}}}{\left(\Gamma\left(\frac{1}{2}\right)\right)^{2}}+\Gamma\left(\frac{1}{2}\right) \frac{x^{-\frac{1}{2}}}{\left(\Gamma\left(\frac{1}{2}\right)\right)^{2}}+\frac{x^{\frac{1}{2}}}{\Gamma\left(\frac{3}{2}\right)}+\frac{x^{\frac{3}{2}}}{\Gamma\left(\frac{5}{2}\right)}+\frac{x^{\frac{5}{2}}}{\Gamma\left(\frac{7}{2}\right)} \\
&+\cdots
\end{aligned}
$$

Now, using recursively the equation (15), we can check easily that for example:

$$
\begin{equation*}
\left(\frac{9}{2}\right)\left(\frac{7}{2}\right)\left(\frac{5}{2}\right)\left(\frac{3}{2}\right)\left(\frac{1}{2}\right) \Gamma\left(\frac{1}{2}\right)=\Gamma\left(\frac{11}{2}\right) \tag{23}
\end{equation*}
$$

So, applying this rule, where applicable, we get:

$$
\begin{gathered}
\ldots-\Gamma\left(\frac{11}{2}\right) \frac{x^{-\frac{11}{2}}}{\left(\Gamma\left(\frac{1}{2}\right)\right)^{2}}+\Gamma\left(\frac{9}{2}\right) \frac{x^{-\frac{9}{2}}}{\left(\Gamma\left(\frac{1}{2}\right)\right)^{2}}-\Gamma\left(\frac{7}{2}\right) \frac{x^{-\frac{7}{2}}}{\left(\Gamma\left(\frac{1}{2}\right)\right)^{2}}+\Gamma\left(\frac{5}{2}\right) \frac{x^{-\frac{5}{2}}}{\left(\Gamma\left(\frac{1}{2}\right)\right)^{2}} \\
-\Gamma\left(\frac{3}{2}\right) \frac{x^{-\frac{3}{2}}}{\left(\Gamma\left(\frac{1}{2}\right)\right)^{2}}+\Gamma\left(\frac{1}{2}\right) \frac{x^{-\frac{1}{2}}}{\left(\Gamma\left(\frac{1}{2}\right)\right)^{2}}+\frac{x^{\frac{1}{2}}}{\Gamma\left(\frac{3}{2}\right)}+\frac{x^{\frac{3}{2}}}{\Gamma\left(\frac{5}{2}\right)}+\frac{x^{\frac{5}{2}}}{\Gamma\left(\frac{7}{2}\right)} \\
+\cdots(24)
\end{gathered}
$$

The value of $\Gamma(1 / 2)$ is known and it is equal to $\sqrt{ } \pi[3]$. So, the value of $(\Gamma(1 / 2))^{2}$ is $\pi$.

$$
\begin{align*}
\ldots-\Gamma\left(\frac{11}{2}\right) \frac{x^{-\frac{11}{2}}}{\pi} & +\Gamma\left(\frac{9}{2}\right) \frac{x^{-\frac{9}{2}}}{\pi}-\Gamma\left(\frac{7}{2}\right) \frac{x^{-\frac{7}{2}}}{\pi}+\Gamma\left(\frac{5}{2}\right) \frac{x^{-\frac{5}{2}}}{\pi}-\Gamma\left(\frac{3}{2}\right) \frac{x^{-\frac{3}{2}}}{\pi}+\Gamma\left(\frac{1}{2}\right) \frac{x^{-\frac{1}{2}}}{\pi}+\frac{x^{\frac{1}{2}}}{\Gamma\left(\frac{3}{2}\right)} \\
& +\frac{x^{\frac{3}{2}}}{\Gamma\left(\frac{5}{2}\right)}+\frac{x^{\frac{5}{2}}}{\Gamma\left(\frac{7}{2}\right)}+\cdots \text { (25) } \tag{25}
\end{align*}
$$

So, in principle this expression should be a candidate for the exponential function as a polynomial with non-integer exponents. It fulfills the property of being its own derivative. At least, it should be of the type $\mathrm{k} \cdot \mathrm{e}^{\mathrm{x}}$ (being k a constant, a scale factor).

The problem is that the left side (the negative exponent side) does not converge. The gamma function value is increasing as we go to the left and it is in the numerator. You cannot just create a program to calculate one thousand elements and see the result (it will not converge).
But this time, we have an escape. And surprisingly, it is based on the definition itself of the Euler gamma function [3]:

$$
\begin{equation*}
\Gamma(z)=\int_{0}^{\infty} t^{z-1} e^{-t} d t \tag{26}
\end{equation*}
$$

We will apply this definition to the elements with negative exponents and see what happens:

$$
\begin{align*}
& \ldots-\frac{x^{-\frac{11}{2}}}{\pi} \int_{0}^{\infty} t^{\frac{11}{2}-1} e^{-t} d t+\frac{x^{-\frac{9}{2}}}{\pi} \int_{0}^{\infty} t^{\frac{9}{2}-1} e^{-t} d t-\frac{x^{-\frac{7}{2}}}{\pi} \int_{0}^{\infty} t^{\frac{7}{2}-1} e^{-t} d t \\
& \quad+\frac{x^{-\frac{5}{2}}}{\pi} \int_{0}^{\infty} t^{\frac{5}{2}-1} e^{-t} d t-\frac{x^{-\frac{3}{2}}}{\pi} \int_{0}^{\infty} t^{\frac{3}{2}-1} e^{-t} d t+\frac{x^{-\frac{1}{2}}}{\pi} \int_{0}^{\infty} t^{\frac{1}{2}-1} e^{-t} d t \\
& \quad+\frac{x^{\frac{1}{2}}}{\Gamma\left(\frac{3}{2}\right)}+\frac{x^{\frac{3}{2}}}{\Gamma\left(\frac{5}{2}\right)}+\frac{x^{\frac{5}{2}}}{\Gamma\left(\frac{7}{2}\right)}+\cdots \tag{27}
\end{align*}
$$

As x is an independent variable with respect to the integrals, we can introduce it in them. The same, of course for the constants as $\pi$. We also operate the exponents of $t$ :

$$
\begin{gathered}
\ldots-\int_{0}^{\infty} \frac{x^{-\frac{11}{2}}}{\pi} t^{\frac{9}{2}} e^{-t} d t+\int_{0}^{\infty} \frac{x^{-\frac{9}{2}}}{\pi} t^{\frac{7}{2}} e^{-t} d t-\int_{0}^{\infty} \frac{x^{-\frac{7}{2}}}{\pi} t^{\frac{5}{2}} e^{-t} d t+\int_{0}^{\infty} \frac{x^{-\frac{5}{2}}}{\pi} t^{\frac{3}{2}} e^{-t} d t \\
\quad-\int_{0}^{\infty} \frac{x^{-\frac{3}{2}}}{\pi} t^{\frac{1}{2}} e^{-t} d t+\int_{0}^{\infty} \frac{x^{-\frac{1}{2}}}{\pi} t^{-\frac{1}{2}} e^{-t} d t+\frac{x^{\frac{1}{2}}}{\Gamma\left(\frac{3}{2}\right)}+\frac{x^{\frac{3}{2}}}{\Gamma\left(\frac{5}{2}\right)}+\frac{x^{\frac{5}{2}}}{\Gamma\left(\frac{7}{2}\right)} \\
+\cdots(28)
\end{gathered}
$$

And as the integrals has the same limits and are a sum of integrals, we can take the integral of the sum of the integrands:

$$
\begin{gather*}
\int_{0}^{\infty}\left(\ldots-\frac{x^{-\frac{11}{2}}}{\pi} t^{\frac{9}{2}} e^{-t}+\frac{x^{-\frac{9}{2}}}{\pi} t^{\frac{7}{2}} e^{-t}-\frac{x^{-\frac{7}{2}}}{\pi} t^{\frac{5}{2}} e^{-t}+\frac{x^{-\frac{5}{2}}}{\pi} t^{\frac{3}{2}} e^{-t}-\frac{x^{-\frac{3}{2}}}{\pi} t^{\frac{1}{2}} e^{-t}+\frac{x^{-\frac{1}{2}}}{\pi} t^{-\frac{1}{2}} e^{-t}\right) d t \\
+\frac{x^{\frac{1}{2}}}{\Gamma\left(\frac{3}{2}\right)}+\frac{x^{\frac{3}{2}}}{\Gamma\left(\frac{5}{2}\right)}+\frac{x^{\frac{5}{2}}}{\Gamma\left(\frac{7}{2}\right)}+\cdots \text { (29) } \tag{29}
\end{gather*}
$$

If we check the integrand form right to left, we can see that it is a geometric sum [4] which first element is:

$$
\begin{equation*}
a=\frac{x^{-\frac{1}{2}}}{\pi} t^{-\frac{1}{2}} e^{-t} \tag{30}
\end{equation*}
$$

And the ratio is:

$$
\begin{equation*}
r=-x^{-1} t=-\frac{t}{x} \tag{31}
\end{equation*}
$$

This geometric sum has infinite elements, so in theory, we need that the module of the ratio to be lower than 1 , for the sum to converge. If we check the integral, the value of t goes from zero o infinity, so this restriction is not fulfilled. But the elements are multiplied by $e^{-t}$ that tends to zero quicker than the increase of $t$, so finally we will see that the integral converges (we will check that later numerically).

The result of a geometric sum when there are infinite elements is the following (32) [4] (if you consider that the following equation is only true when the last element tends to zero, let's have a discussion about it in Annex A1):

$$
\begin{equation*}
S=\frac{a}{1-r}=\frac{\frac{x^{-\frac{1}{2}}}{\pi} t^{-\frac{1}{2}} e^{-t}}{1-\left(-\frac{t}{x}\right)}=\frac{\frac{x^{-\frac{1}{2}}}{\pi} t^{-\frac{1}{2}} e^{-t}}{1+\frac{t}{x}} \tag{32}
\end{equation*}
$$

So, applying it to the equation (29) we get:

$$
\begin{equation*}
\int_{0}^{\infty}\left(\frac{\frac{x^{-\frac{1}{2}}}{\pi} t^{-\frac{1}{2}} e^{-t}}{1+\frac{t}{x}}\right) d t+\frac{x^{\frac{1}{2}}}{\Gamma\left(\frac{3}{2}\right)}+\frac{x^{\frac{3}{2}}}{\Gamma\left(\frac{5}{2}\right)}+\frac{x^{\frac{5}{2}}}{\Gamma\left(\frac{7}{2}\right)}+\cdots \tag{33}
\end{equation*}
$$

As x is an independent variable with respect to the integral, we can take it out:

$$
\begin{equation*}
\frac{x^{-\frac{1}{2}}}{\pi} \int_{0}^{\infty} \frac{t^{-\frac{1}{2}} e^{-t}}{1+\frac{t}{x}} d t+\frac{x^{\frac{1}{2}}}{\Gamma\left(\frac{3}{2}\right)}+\frac{x^{\frac{3}{2}}}{\Gamma\left(\frac{5}{2}\right)}+\frac{x^{\frac{5}{2}}}{\Gamma\left(\frac{7}{2}\right)}+\cdots \tag{34}
\end{equation*}
$$

So, we get:

$$
\begin{equation*}
e^{x}=\frac{x^{-\frac{1}{2}}}{\pi} \int_{0}^{\infty} \frac{t^{-\frac{1}{2}} e^{-t}}{1+\frac{t}{x}} d t+\frac{x^{\frac{1}{2}}}{\Gamma\left(\frac{3}{2}\right)}+\frac{x^{\frac{3}{2}}}{\Gamma\left(\frac{5}{2}\right)}+\frac{x^{\frac{5}{2}}}{\Gamma\left(\frac{7}{2}\right)}+\cdots \tag{34.1}
\end{equation*}
$$

This integral can be calculated numerically. You can use online pages as [5] or you can use the Matlab-Octave program included in Annex 1A to perform the calculation.

You can check that with the program in Annex A1, for $\mathrm{x}=2$ we get:
7.052852096484307

Negative half integers sum (calculated via integral)
0.336204002446341
$\operatorname{Exp}(\mathrm{x})$
7.389056098930650

Sum of positive and negative half exponent series
7.389056098930649

And for $\mathrm{x}=3$ we get:

Positive half integers sum
19.798195673654210

Negative half integers sum (calculated via integral)
0.287341249533456
$\operatorname{Exp}(\mathrm{x})$
20.085536923187668

Sum of positive and negative half exponent series
20.085536923187664

As you can see, I have performed the calculation of $\mathrm{e}^{\mathrm{x}}$ using the expression (34.1) for different values of x , getting the correct result for $\mathrm{e}^{\mathrm{x}}$. So, confirming that expression (34.1) is correct.

## 3. Getting the same result using the Euler's reflection formula

Now, I will use another method to get to the same result. It is much easier and straightforward. But I wanted to show the previous one, as it is the one that uses the property that defines the exponential function (being its own derivative).
Another reason I want to show this new method is because it will give us hints of how to apply it to generalize even more the Newton generalized binomial theorem [6].

This method is pretty straightforward. First we have the definition of $\mathrm{e}^{\mathrm{x}}$ [1]:

$$
\begin{equation*}
e^{x}=\sum_{k=0}^{\infty} \frac{x^{k}}{k!}=\frac{x^{0}}{0!}+\frac{x^{1}}{1!}+\frac{x^{2}}{2!}+\frac{x^{3}}{3!}+\cdots \tag{8}
\end{equation*}
$$

We use equation (8.1) to arrive to equation (9):

$$
\begin{gather*}
k!=\Gamma(k+1) \\
e^{x}=\sum_{k=0}^{\infty} \frac{x^{k}}{\Gamma(k+1)}=\frac{x^{0}}{\Gamma(1)}+\frac{x^{1}}{\Gamma(2)}+\frac{x^{2}}{\Gamma(3)}+\frac{x^{3}}{\Gamma(4)}+\cdots \tag{9}
\end{gather*}
$$

Now, we generalize that equation for all the elements on the left (this means, the negative exponent elements that are hidden there):

$$
\begin{gather*}
e^{x}=\sum_{k=-\infty}^{\infty} \frac{x^{k}}{\Gamma(k+1)}=\cdots+\frac{x^{-4}}{\Gamma(-3)}+\frac{x^{-3}}{\Gamma(-2)}+\frac{x^{-2}}{\Gamma(-1)}+\frac{x^{-1}}{\Gamma(0)}+\frac{x^{0}}{\Gamma(1)}+\frac{x^{1}}{\Gamma(2)}+\frac{x^{2}}{\Gamma(3)} \\
+\frac{x^{3}}{\Gamma(4)}+\cdots \tag{35}
\end{gather*}
$$

But, is this expression correct? Surprisingly again, the answer is yes. The gamma function for negative integers (and for zero) has infinite value. So, all the elements with negative exponents are zero. So, the expression (35) is equal to expression (9). The typical doubt here is what happens when $\mathrm{x}=0$. This means we have zero multiplying infinity in the denominator. The answer is that the gamma function (or the factorial) always increases or decreases faster than a polynomial. So, the factorial always wins. In this case the infinity in the denominator of the factorial is "stronger" than the zero of the power, giving zero as result for each corresponding element.
So why have we done this? Because of the next step. Now instead of integers, let's put half integers for example (later we will generalize even more). We just exchange the integers by half integers, keeping the distance between them in one. And the corresponding gamma for each element, keeps being the exponent +1 .

$$
\begin{gather*}
e^{x}=\sum_{\substack{k=-\infty \\
k=\text { half integer }}}^{\infty} \frac{x^{k}}{\Gamma(k+1)}=\cdots+\frac{x^{-\frac{7}{2}}}{\Gamma\left(-\frac{5}{2}\right)}+\frac{x^{-\frac{5}{2}}}{\Gamma\left(-\frac{3}{2}\right)}+\frac{x^{-\frac{3}{2}}}{\Gamma\left(-\frac{1}{2}\right)}+\frac{x^{-\frac{1}{2}}}{\Gamma\left(\frac{1}{2}\right)}+\frac{x^{\frac{1}{2}}}{\Gamma\left(\frac{3}{2}\right)}+\frac{x^{\frac{3}{2}}}{\Gamma\left(\frac{5}{2}\right)} \\
+\frac{x^{\frac{5}{2}}}{\Gamma\left(\frac{7}{2}\right)}+\frac{x^{\frac{5}{2}}}{\Gamma\left(\frac{9}{2}\right)}+\cdots \tag{36}
\end{gather*}
$$

Now, we will use the Euler reflection formula for the elements that have negative exponents.

$$
\begin{align*}
& \Gamma(1-z) \Gamma(z)=\frac{\pi}{\sin (\pi z)}  \tag{37}\\
& \frac{1}{\Gamma(z)}=\frac{\sin (\pi z) \cdot \Gamma(1-z)}{\pi} \tag{38}
\end{align*}
$$

For example, let's calculate for $\mathrm{z}=1 / 2$.

$$
\begin{equation*}
\frac{1}{\Gamma\left(\frac{1}{2}\right)}=\frac{\sin \left(\frac{1}{2} \pi\right) \cdot \Gamma\left(1-\frac{1}{2}\right)}{\pi}=\frac{1 \cdot \Gamma\left(\frac{1}{2}\right)}{\pi}=\frac{\Gamma\left(\frac{1}{2}\right)}{\pi} \tag{39}
\end{equation*}
$$

Now, for $\mathrm{z}=-1 / 2$ :

$$
\begin{equation*}
\frac{1}{\Gamma\left(-\frac{1}{2}\right)}=\frac{\sin \left(-\frac{1}{2} \pi\right) \cdot \Gamma\left(1-\left(-\frac{1}{2}\right)\right)}{\pi}=\frac{(-1) \cdot \Gamma\left(1+\frac{1}{2}\right)}{\pi}=-\frac{\Gamma\left(\frac{3}{2}\right)}{\pi} \tag{40}
\end{equation*}
$$

The last one, $\mathrm{z}=-3 / 2$ :

$$
\begin{equation*}
\frac{1}{\Gamma\left(-\frac{3}{2}\right)}=\frac{\sin \left(-\frac{3}{2} \pi\right) \cdot \Gamma\left(1-\left(-\frac{3}{2}\right)\right)}{\pi}=\frac{1 \cdot \Gamma\left(1+\frac{3}{2}\right)}{\pi}=-\frac{\Gamma\left(\frac{5}{2}\right)}{\pi} \tag{41}
\end{equation*}
$$

So, we can see the pattern. Let's substitute in (36):

$$
\begin{gather*}
e^{x}=\cdots-\frac{\Gamma\left(\frac{7}{2}\right)}{\pi} x^{-\frac{7}{2}}+\frac{\Gamma\left(\frac{5}{2}\right)}{\pi} x^{-\frac{5}{2}}-\frac{\Gamma\left(\frac{3}{2}\right)}{\pi} x^{-\frac{3}{2}}+\frac{\Gamma\left(\frac{1}{2}\right)}{\pi} x^{-\frac{1}{2}}+\frac{1}{\Gamma\left(\frac{3}{2}\right)} x^{\frac{1}{2}}+\frac{1}{\Gamma\left(\frac{5}{2}\right)} x^{\frac{3}{2}} \\
+\frac{1}{\Gamma\left(\frac{7}{2}\right)} x^{\frac{5}{2}}+\cdots \quad \text { (41) } \tag{41}
\end{gather*}
$$

That we see, it is the same expression as (25). So, from this moment on, we can follow the same steps as in previous point (from equation (25) on), to arrive to the equation:

$$
\begin{equation*}
e^{x}=\frac{x^{-\frac{1}{2}}}{\pi} \int_{0}^{\infty} \frac{t^{-\frac{1}{2}} e^{-t}}{1+\frac{t}{x}} d t+\frac{x^{\frac{1}{2}}}{\Gamma\left(\frac{3}{2}\right)}+\frac{x^{\frac{3}{2}}}{\Gamma\left(\frac{5}{2}\right)}+\frac{x^{\frac{5}{2}}}{\Gamma\left(\frac{7}{2}\right)}+\cdots \tag{34.1}
\end{equation*}
$$

That we have seen in the previous point, that it is correct (after checking numerically with different values for x ).

The reason I wanted to show this method is because of the expression (36):

$$
\begin{gather*}
e^{x}=\sum_{\substack{k=-\infty \\
k=\text { half integer }}}^{\infty} \frac{x^{k}}{\Gamma(k+1)}=\cdots+\frac{x^{-\frac{7}{2}}}{\Gamma\left(-\frac{5}{2}\right)}+\frac{x^{-\frac{5}{2}}}{\Gamma\left(-\frac{3}{2}\right)}+\frac{x^{-\frac{3}{2}}}{\Gamma\left(-\frac{1}{2}\right)}+\frac{x^{-\frac{1}{2}}}{\Gamma\left(\frac{1}{2}\right)}+\frac{x^{\frac{1}{2}}}{\Gamma\left(\frac{3}{2}\right)}+\frac{x^{\frac{3}{2}}}{\Gamma\left(\frac{5}{2}\right)} \\
+\frac{x^{\frac{5}{2}}}{\Gamma\left(\frac{7}{2}\right)}+\frac{x^{\frac{5}{2}}}{\Gamma\left(\frac{9}{2}\right)}+\cdots \tag{36}
\end{gather*}
$$

This expression is correct, as it has been demonstrated a posteriori, after performing different operations to arrive to a correct result. But the importance of the equation (36) is that it has been obtained not applying any rule (like keeping the derivative or similar), just generalizing the expression (35) changing the numbers, and it has worked! This gives some hope, if something similar can be done with the binomial theorem to get to correct results being able to obtain polynomials of non- integer exponents.

Another thing we can see with this expression (and also really with the fractional derivative we have seen in previous point) is that it is not necessary that k is half integer. k can be
whatever number (even complex). And the only rule we have to follow is that the steps between one element and the next is 1 . The difference between k in one element to the next should be one. But apart from that we can choose whatever k. For example:

$$
\begin{gather*}
e^{x}=\sum_{\substack{k=-\infty \\
k=-0.2: \text { step }: \pm 1}}^{\infty} \frac{x^{k}}{\Gamma(k+1)}=\cdots+\frac{x^{-4.2}}{\Gamma(-3.2)}+\frac{x^{-3.2}}{\Gamma(-2.2)}+\frac{x^{-2.2}}{\Gamma(-1.2)}+\frac{x^{-1.2}}{\Gamma(-0.2)}+\frac{x^{-0.2}}{\Gamma(0.8)} \\
+\frac{x^{0.8}}{\Gamma(1.8)}+\frac{x^{1.8}}{\Gamma(2.8)}+\frac{x^{2.8}}{\Gamma(3.8)}+\cdots \tag{42}
\end{gather*}
$$

Is correct. So, in general, we can say something like (for whatever complex number z , being k integers):

$$
\begin{align*}
& e^{x}=\sum_{\substack{k=-\infty \\
k=\text { integer }}}^{\infty} \frac{x^{k+z}}{\Gamma(k+z+1)} \\
&=\cdots+\frac{x^{-4+z}}{\Gamma(-3+z)}+\frac{x^{-3+z}}{\Gamma(-2+z)}+\frac{x^{-2+z}}{\Gamma(-1+z)}+\frac{x^{-1+z}}{\Gamma(0+z)}+\frac{x^{0+z}}{\Gamma(1+z)} \\
&+\frac{x^{1+z}}{\Gamma(2+z)}+\frac{x^{2+z}}{\Gamma(3+z)}+\frac{x^{3+z}}{\Gamma(4+z)}+\cdots \tag{43}
\end{align*}
$$

The problem with this expression is that it could happen that does not converge (or in the left side or in the right side). In that case, the Euler reflection formula (37) [3] could be used to try to change the position (numerator, denominator) of the divergent elements. If this does not work, try using the definition of gamma [3] looking for a convergent integral, as I have done in the first point. Another tool that is available (mainly when half integers are involved) is the double factorial division between odd and even double factorials [7], when they are generalized as complex numbers. The last tool I can think of is the convolution theorem [8] in case that you arrive to a situation that you need to multiply two integrals corresponding to two gamma functions. I comment them here even if in the end I did not use them, but in case they could be useful. The division between double factorials [7] could be key regarding the Riemann zeta function, as when the real part is $1 / 2$ (really is $-1 / 2$ in the calculations), to get the division between double factorials is very common when you apply the binomial theorem to a component of the function.

We can also convert all the negative exponents in an integral as we made before, the following way:

$$
\begin{align*}
& e^{x}=\sum_{\substack{k=-\infty \\
k=\text { integer }}}^{\infty} \frac{x^{k+z}}{\Gamma(k+z+1)} \\
&=\cdots+\frac{x^{-4+z}}{\Gamma(-3+z)}+\frac{x^{-3+z}}{\Gamma(-2+z)}+\frac{x^{-2+z}}{\Gamma(-1+z)}+\frac{x^{-1+z}}{\Gamma(0+z)}+\frac{x^{0+z}}{\Gamma(1+z)} \\
&+\frac{x^{1+z}}{\Gamma(2+z)}+\frac{x^{2+z}}{\Gamma(3+z)}+\frac{x^{3+z}}{\Gamma(4+z)}+\cdots \\
&=\left(\sum_{\substack{k=-1 \\
k=\text { integer }}}^{-\infty} \frac{x^{k+z}}{\Gamma(k+z+1)}\right)+\frac{x^{0+z}}{\Gamma(1+z)}+\frac{x^{1+z}}{\Gamma(2+z)}+\frac{x^{2+z}}{\Gamma(3+z)} \\
&+\frac{x^{3+z}}{\Gamma(4+z)}+\cdots \tag{44}
\end{align*}
$$

We will calculate only the part between brackets (later we will return here):
$\sum_{\substack{k=-1 \\ k=\text { integer }}}^{-\infty} \frac{x^{k+z}}{\Gamma(k+z+1)}=$
$\sum_{\substack{k=-1 \\ k=\text { integer }}}^{-\infty} \frac{x^{k+z} \sin (\pi(z+k+1)) \Gamma(-z-k)}{\pi}=\sum_{\substack{k=-1 \\ k=\text { integer }}}^{-\infty} \frac{x^{k+z}}{\pi} \frac{e^{\pi(z+k+1) i}-e^{-\pi(z+k+1) i}}{2 i} \int_{0}^{\infty} t^{-z-k-1} e^{-t} d t=$
$\sum_{\substack{k=-1 \\ k=\text { integer }}}^{-\infty} \frac{x^{k+z}}{\pi} \frac{e^{\pi(z+k+1) i}}{2 i} \int_{0}^{\infty} t^{-z-k-1} e^{-t} d t-$
$\sum_{\substack{k=-1 \\ k=\text { integer }}}^{-\infty} \frac{x^{k+z}}{\pi} \frac{e^{-\pi(z+k+1) i}}{2 i} \int_{0}^{\infty} t^{-z-k-1} e^{-t} d t=\int_{0}^{\infty} \sum_{\substack{k=-1 \\ k=\text { integer }}}^{-\infty} \frac{x^{k+z}}{\pi} \frac{e^{\pi(z+k+1) i}}{2 i} t^{-z-k-1} e^{-t} d t-$
$\int_{0}^{\infty} \sum_{\substack{k=-1 \\ k=\text { integer }}}^{-\infty} \frac{x^{k+z}}{\pi} \frac{e^{-\pi(z+k+1) i}}{2 i} t^{-z-k-1} e^{-t} d t=\int_{0}^{\infty} \frac{\frac{x^{z-1} e^{\pi z i}}{\pi} 2 i}{1-x^{-1} e^{-\pi i} t} d t-$
$\int_{0}^{\infty} \frac{\frac{x^{z-1} e^{-\pi z i}}{\pi} 2 i}{1-t^{-z} e^{-t}} \underset{1-x^{-1} e^{\pi i} t}{t} d t=\int_{0}^{\infty} \frac{\frac{x^{z-1}}{\pi} t^{-z} e^{-t} \sin (\pi z)}{1+\frac{t}{x}} d t$
So, coming back to (44):

$$
\begin{align*}
& e^{x}=\sum_{\substack{k=-\infty \\
k=\text { integer }}}^{\infty} \frac{x^{k+z}}{\Gamma(k+z+1)} \\
&=\int_{0}^{\infty} \frac{x^{z-1}}{\pi} t^{-z} e^{-t} \sin (\pi z) \\
& 1+\frac{t}{x} d t+\frac{x^{0+z}}{\Gamma(1+z)}+\frac{x^{1+z}}{\Gamma(2+z)}+\frac{x^{2+z}}{\Gamma(3+z)}  \tag{46}\\
&+\frac{x^{3+z}}{\Gamma(4+z)}+\cdots
\end{align*}
$$

You can check that the equations (42) to (46) are correct using the Matlab or the Mathematica programs in Annexes A5 and A6 for the expresion (46) that is a generalization of all of them.

Also, the equations that have been proved to be true both analytically and numerically are the equations from (33) to (41) (including the 34.1). These are the ones that correspond to half integer exponents. These equations have been derived analytically and have been calculated numerically with a Matlab/Octave program -Annex A1- (and can be rechecked with online integral calculator resources as [5]). See examples in Chapter 2, after (34.1) equation.

## 4. Fractional derivative of a constant

Now, that we have seen how to make the fractional derivative of the elements of the exponential function, we can use this information to calculate the fractional derivative of a constant. There is the debate if the fractional derivative [2] of a constant is directly zero or if it is the result according following definition when $\mathrm{k}=0$

$$
\begin{equation*}
\frac{d^{a}}{d x^{a}} x^{k}=\frac{\Gamma(k+1)}{\Gamma(k-a+1)} x^{k-a} \tag{5}
\end{equation*}
$$

This is:

$$
\begin{equation*}
\frac{d^{a}}{d x^{a}} C \cdot x^{0}=C \cdot \frac{\Gamma(0+1)}{\Gamma(0-a+1)} x^{0-a}=C \cdot \frac{\Gamma(1)}{\Gamma(1-a)} x^{-a}=\frac{\mathrm{C}}{\Gamma(1-a)} x^{-a} \tag{46.1}
\end{equation*}
$$

For example, when $\mathrm{a}=1 / 2$

$$
\begin{equation*}
\frac{d^{\frac{1}{2}}}{d x^{\frac{1}{2}}} C \cdot x^{0}=\frac{\mathrm{C}}{\Gamma\left(\frac{1}{2}\right)} x^{-\frac{1}{2}}=\frac{\mathrm{C}}{\sqrt{\pi}} x^{-\frac{1}{2}} \tag{46.2}
\end{equation*}
$$

And, in fact, if you take the half derivative again of that expression, you will get 0 (as it is expected for having made two times the half derivative to a constant). The reason is that you will get a $\Gamma(0)$, that is infinity, in the denominator. And this leads to a final result of zero to the expression.

The issue is that it is not the only valid solution. There are infinity of them, see for example:

$$
\begin{equation*}
C x^{-\frac{3}{2}} \tag{46.3}
\end{equation*}
$$

If you take the half derivative, you will obtain a $\Gamma(-1)$ in the denominator, that is also infinity. Giving the result as zero. Even a combination of them such as:

$$
\begin{equation*}
C_{1} x^{-\frac{1}{2}}+C_{2} x^{-\frac{3}{2}} \tag{47}
\end{equation*}
$$

Will lead to zero in the next half derivative (due to $\Gamma(0)$ and $\Gamma(-1)$ in the denominators) . So, there are infinite solutions for the half derivative of a constant. So which one shall we use? We will use again the exponential function to find the most appropriate one.

Let's use this expression:

$$
\begin{equation*}
e^{x}-1=\sum_{k=1}^{\infty} \frac{x^{k}}{k!}=\frac{x}{1!}+\frac{x^{2}}{2!}+\frac{x^{3}}{3!}+\cdots \tag{48}
\end{equation*}
$$

And now, let's take the half derivative:

$$
\begin{gather*}
\frac{d^{\frac{1}{2}}}{d x^{\frac{1}{2}}}\left(e^{x}-1\right)=\frac{d^{\frac{1}{2}}}{d x^{\frac{1}{2}}}\left(\frac{x}{1!}+\frac{x^{2}}{2!}+\frac{x^{3}}{3!}+\cdots\right)  \tag{49}\\
\frac{d^{\frac{1}{2}}}{d x^{\frac{1}{2}}} e^{x}-\frac{d^{\frac{1}{2}}}{d x^{\frac{1}{2}}} 1=\frac{d^{\frac{1}{2}}}{d x^{\frac{1}{2}}} \frac{x}{2}+\frac{d^{\frac{1}{2}}}{d x^{\frac{1}{2}}} \frac{x^{2}}{2!}+\frac{d^{\frac{1}{2}}}{d x^{\frac{1}{2}}} \frac{x^{3}}{3!}+\cdots \tag{50}
\end{gather*}
$$

Now, calculating as in equations (10), (11) and (12) we get:

$$
\begin{equation*}
\frac{d^{\frac{1}{2}}}{d x^{\frac{1}{2}}} e^{x}-\frac{d^{\frac{1}{2}}}{d x^{\frac{1}{2}}} 1=\frac{x^{\frac{1}{2}}}{\Gamma\left(\frac{3}{2}\right)}+\frac{x^{\frac{3}{2}}}{\Gamma\left(\frac{5}{2}\right)}+\frac{x^{\frac{5}{2}}}{\Gamma\left(\frac{7}{2}\right)}+\cdots \tag{51}
\end{equation*}
$$

Now, if isolate the fractional derivative of 1 and change the signs of both sides we have:

$$
\begin{equation*}
\frac{d^{\frac{1}{2}}}{d x^{\frac{1}{2}}} 1=\frac{d^{\frac{1}{2}}}{d x^{\frac{1}{2}}} e^{x}-\left(\frac{x^{\frac{1}{2}}}{\Gamma\left(\frac{3}{2}\right)}+\frac{x^{\frac{3}{2}}}{\Gamma\left(\frac{5}{2}\right)}+\frac{x^{\frac{5}{2}}}{\Gamma\left(\frac{7}{2}\right)}+\cdots\right) \tag{52}
\end{equation*}
$$

On the other side, we have the non-written rule that whatever derivative of the exponential function is itself so:

$$
\begin{equation*}
\frac{d^{\frac{1}{2}}}{d x^{\frac{1}{2}}} 1=e^{x}-\left(\frac{x^{\frac{1}{2}}}{\Gamma\left(\frac{3}{2}\right)}+\frac{x^{\frac{3}{2}}}{\Gamma\left(\frac{5}{2}\right)}+\frac{x^{\frac{5}{2}}}{\Gamma\left(\frac{7}{2}\right)}+\cdots\right) \tag{53}
\end{equation*}
$$

And, remember we had this definition for $\mathrm{e}^{\mathrm{x}}$ in equation (36):

$$
\begin{gather*}
e^{x}=\sum_{\substack{k=-\infty \\
k=\text { half integer }}}^{\infty} \frac{x^{k}}{\Gamma(k+1)}=\cdots+\frac{x^{-\frac{7}{2}}}{\Gamma\left(-\frac{5}{2}\right)}+\frac{x^{-\frac{5}{2}}}{\Gamma\left(-\frac{3}{2}\right)}+\frac{x^{-\frac{3}{2}}}{\Gamma\left(-\frac{1}{2}\right)}+\frac{x^{-\frac{1}{2}}}{\Gamma\left(\frac{1}{2}\right)}+\frac{x^{\frac{1}{2}}}{\Gamma\left(\frac{3}{2}\right)}+\frac{x^{\frac{3}{2}}}{\Gamma\left(\frac{5}{2}\right)} \\
 \tag{36}\\
+\frac{x^{\frac{5}{2}}}{\Gamma\left(\frac{7}{2}\right)}+\frac{x^{\frac{5}{2}}}{\Gamma\left(\frac{9}{2}\right)}+\cdots
\end{gather*}
$$

If we substitute equation (36) in the $\mathrm{e}^{\mathrm{x}}$ of equation (52) and perform the subtraction we get:

$$
\begin{equation*}
\frac{d^{\frac{1}{2}}}{d x^{\frac{1}{2}}} 1=\sum_{\substack{k=-\infty \\ k=\text { half integer }}}^{-\frac{1}{2}} \frac{x^{k}}{\Gamma(k+1)}=\cdots+\frac{x^{-\frac{7}{2}}}{\Gamma\left(-\frac{5}{2}\right)}+\frac{x^{-\frac{5}{2}}}{\Gamma\left(-\frac{3}{2}\right)}+\frac{x^{-\frac{3}{2}}}{\Gamma\left(-\frac{1}{2}\right)}+\frac{x^{-\frac{1}{2}}}{\Gamma\left(\frac{1}{2}\right)} \tag{54}
\end{equation*}
$$

For whatever constant C, it would be:

$$
\begin{align*}
\frac{d^{\frac{1}{2}}}{d x^{\frac{1}{2}}} C=\frac{d^{\frac{1}{2}}}{d x^{\frac{1}{2}}} C \cdot 1 & =C \frac{d^{\frac{1}{2}}}{d x^{\frac{1}{2}}} 1 \\
& =C \sum_{\substack{k=-\infty \\
k=\text { half integer }}}^{-\frac{1}{2}} \frac{x^{k}}{\Gamma(k+1)} \\
& =C \cdot\left(\ldots+\frac{x^{-\frac{7}{2}}}{\Gamma\left(-\frac{5}{2}\right)}+\frac{x^{-\frac{5}{2}}}{\Gamma\left(-\frac{3}{2}\right)}+\frac{x^{-\frac{3}{2}}}{\Gamma\left(-\frac{1}{2}\right)}+\frac{x^{-\frac{1}{2}}}{\Gamma\left(\frac{1}{2}\right)}\right) \tag{55}
\end{align*}
$$

Also, as we have seen in equation (34), we know that:

$$
\begin{equation*}
\ldots+\frac{x^{-\frac{7}{2}}}{\Gamma\left(-\frac{5}{2}\right)}+\frac{x^{-\frac{5}{2}}}{\Gamma\left(-\frac{3}{2}\right)}+\frac{x^{-\frac{3}{2}}}{\Gamma\left(-\frac{1}{2}\right)}+\frac{x^{-\frac{1}{2}}}{\Gamma\left(\frac{1}{2}\right)}=\frac{x^{-\frac{1}{2}}}{\pi} \int_{0}^{\infty} \frac{t^{-\frac{1}{2}} e^{-t}}{1+\frac{t}{x}} d t \tag{56}
\end{equation*}
$$

So:
$\frac{d^{\frac{1}{2}}}{d x^{\frac{1}{2}}} C=C \cdot\left(\ldots+\frac{x^{-\frac{7}{2}}}{\Gamma\left(-\frac{5}{2}\right)}+\frac{x^{-\frac{5}{2}}}{\Gamma\left(-\frac{3}{2}\right)}+\frac{x^{-\frac{3}{2}}}{\Gamma\left(-\frac{1}{2}\right)}+\frac{x^{-\frac{1}{2}}}{\Gamma\left(\frac{1}{2}\right)}\right)=C \cdot \frac{x^{-\frac{1}{2}}}{\pi} \int_{0}^{\infty} \frac{t^{-\frac{1}{2}} e^{-t}}{1+\frac{t}{x}} d t$
This expression is the only one that fulfills at the same time, that the next half derivative will be zero (as expected for a constant), but also that the fractional derivative of the exponential of $x$ keeps being the exponential of $x$.

If we generalize for other fractional derivatives we would obtain (see 44 and 46):

$$
\begin{gather*}
\frac{d^{z}}{d x^{z}} C=C \cdot\left(\ldots+\frac{x^{-4+z}}{\Gamma(-3+z)}+\frac{x^{-3+z}}{\Gamma(-2+z)}+\frac{x^{-2+z}}{\Gamma(-1+z)}+\frac{x^{-1+z}}{\Gamma(0+z)}\right) \\
=C \cdot \int_{0}^{\infty} \frac{\frac{x^{z-1}}{\pi} t^{-z} e^{-t} \sin (\pi z)}{1+\frac{t}{x}} d t \tag{58}
\end{gather*}
$$

As commented in chapter 3 (after equation (46)), the equation (57) has been obtained analytically and demonstrated numerically. This is not the case for equation (58) that has to be rechecked numerically to be completely validated.

## 4. Generalization of the Newton Binomial

Another similar equation that can be used with the Newton binomial is the following:

$$
\begin{aligned}
(m+1)^{s}= & \sum_{\substack{k=-\infty \\
k=\text { integer }}}^{\infty} m^{k+w} \frac{\Gamma(s+1)}{\Gamma(k+w+1) \Gamma(s-k-w+1)}= \\
& =\cdots+m^{-2+w} \frac{\Gamma(s+1)}{\Gamma(-1+w) \Gamma(s+3-w)}+m^{-1+w} \frac{\Gamma(s+1)}{\Gamma(w) \Gamma(s+2-w)} \\
& +m^{w} \frac{\Gamma(s+1)}{\Gamma(w+1) \Gamma(s+1-w)}+m^{1+w} \frac{\Gamma(s+1)}{\Gamma(w+2) \Gamma(s-w)} \\
& +m^{2+w} \frac{\Gamma(s+1)}{\Gamma(w+3) \Gamma(s-1-w)}+\cdots
\end{aligned}
$$

You can find in Annex 7 a Mathematica program that performs this calculation. All m, w and $s$ can be complex numbers. But $m$ and $w$ have to be of low absolute values (in the order of 1 or less) to converge. Also, the real part of $s$ has to be higher than zero. Also, the limits of k have to be controlled, giving from -15 to +15 the best results. As you can check, $w$ is a free parameter that you can define as it best suits your necessities.

Clearly the use of this equation is not to perform the calculation (there are better ways).
The use of this equation is to be used as a tool for other demonstrations. For example, it can be used in the Riemann zeta function to compute the odd numbers exponential as function of the even numbers this way:

$$
5^{s}=(4+1)^{s}
$$

And try to use it to manipulate somehow the elements. You can select w so some gamma functions or similar can be computed or cancelled. You can check all the properties of the gamma functions in [3]. You can play with them and try to obtain new properties of the gamma function for example.
You can calculate also these other equations for example:

$$
\begin{aligned}
& 3^{s}=(4-1)^{s}=((-1)(-4+1))^{s}=(-1)^{s}(-4+1)^{s} \\
& 5^{s}=(6-1)^{s}=((-1)(-6+1))^{s}=(-1)^{s}(-6+1)^{s}
\end{aligned}
$$

And to try to manipulate the different elements subtracting or summing to higher above equation for example. You can see an example of use of above equation to obtain the sum of Riemann zeta function series in Annex A8.

## 5. Conclusions

The main goal of the paper was to obtain a generalization of the series expansion of the exponential function with non-integer exponents polynomials. We have shown analytically and numerically that the following expansion are correct:

$$
\begin{gather*}
e^{x}=\cdots-\frac{\Gamma\left(\frac{7}{2}\right)}{\pi} x^{-\frac{7}{2}}+\frac{\Gamma\left(\frac{5}{2}\right)}{\pi} x^{-\frac{5}{2}}-\frac{\Gamma\left(\frac{3}{2}\right)}{\pi} x^{-\frac{3}{2}}+\frac{\Gamma\left(\frac{1}{2}\right)}{\pi} x^{-\frac{1}{2}}+\frac{1}{\Gamma\left(\frac{3}{2}\right)} x^{\frac{1}{2}}+\frac{1}{\Gamma\left(\frac{5}{2}\right)} x^{\frac{3}{2}} \\
+\frac{1}{\Gamma\left(\frac{7}{2}\right)} x^{\frac{5}{2}}+\cdots \\
e^{x}=\frac{x^{-\frac{1}{2}}}{\pi} \int_{0}^{\infty} \frac{t^{-\frac{1}{2}} e^{-t}}{1+\frac{t}{x}} d t+\frac{x^{\frac{1}{2}}}{\Gamma\left(\frac{3}{2}\right)}+\frac{x^{\frac{3}{2}}}{\Gamma\left(\frac{5}{2}\right)}+\frac{x^{\frac{5}{2}}}{\Gamma\left(\frac{7}{2}\right)}+\cdots \tag{34.1}
\end{gather*}
$$

The Newton binomial theorem is also generalized this way (being w a free complex parameter):

$$
\begin{aligned}
(m+1)^{s}= & \sum_{\substack{k=-\infty \\
k=\text { integer }}}^{\infty} m^{k+w} \frac{\Gamma(s+1)}{\Gamma(k+w+1) \Gamma(s-k-w+1)}= \\
& =\cdots+m^{-2+w} \frac{\Gamma(s+1)}{\Gamma(-1+w) \Gamma(s+3-w)}+m^{-1+w} \frac{\Gamma(s+1)}{\Gamma(w) \Gamma(s+2-w)} \\
& +m^{w} \frac{\Gamma(s+1)}{\Gamma(w+1) \Gamma(s+1-w)}+m^{1+w} \frac{\Gamma(s+1)}{\Gamma(w+2) \Gamma(s-w)} \\
& +m^{2+w} \frac{\Gamma(s+1)}{\Gamma(w+3) \Gamma(s-1-w)}+\cdots
\end{aligned}
$$

Also, we have shown that the only definition of fractional derivative of a constant that at the same time keeps the rule that any differentiation of the exponential function has to be itself again is the following:

$$
\begin{gather*}
\frac{d^{\frac{1}{2}}}{d x^{\frac{1}{2}}} C=C \cdot\left(\ldots+\frac{x^{-\frac{7}{2}}}{\Gamma\left(-\frac{5}{2}\right)}+\frac{x^{-\frac{5}{2}}}{\Gamma\left(-\frac{3}{2}\right)}+\frac{x^{-\frac{3}{2}}}{\Gamma\left(-\frac{1}{2}\right)}+\frac{x^{-\frac{1}{2}}}{\Gamma\left(\frac{1}{2}\right)}\right)=C \cdot \frac{x^{-\frac{1}{2}}}{\pi} \int_{0}^{\infty} \frac{t^{-\frac{1}{2}} e^{-t}}{1+\frac{t}{x}} d t  \tag{57}\\
\begin{aligned}
& \frac{d^{z}}{d x^{z}} C=C \cdot\left(\ldots+\frac{x^{-4+z}}{\Gamma(-3+z)}+\frac{x^{-3+z}}{\Gamma(-2+z)}+\frac{x^{-2+z}}{\Gamma(-1+z)}+\frac{x^{-1+z}}{\Gamma(0+z)}\right) \\
&=C \cdot \int_{0}^{\infty} \frac{x^{z-1}}{\pi} t^{-z} e^{-t} \sin (\pi z) \\
& 1+\frac{t}{x}
\end{aligned} t
\end{gather*}
$$

Also, in the annexes some considerations regarding the geometric series and some results for some of them are obtained $(\sin (n x)$ and $\cos (n x)$ series, sums related to Riemann Zeta Function etc....).
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## A1. Annex A1. Matlab/Octave program for expression (34.1)

You can find here attached a program in Matlab/Octave to calculate the expression (34.1) and check that the result is the same as the exponential of (x)

```
%Program by Jesus Sanchez in the paper "Exponential function as a polynomial
%of non-integer and negative exponents Fractional derivative of a constant"
%@2020 Jesus Sanchez jesus.sanchez.bilbao@gmail.com
%In this matlab/octave program it will be shown that the sum of the positive half
%integer series and the negative half integer series gives exp(x) as
%result. It will be used the expression (34.1)
format long;
%x to calculate exp(x). Change this value as you wish
x=2;
%Number of iterations. The higher the more exact result will be, but if it
%is very high could lead to very long times or even errors due to overflow.
%Reduce it if you get errors
numiter=150;
%In this matlab program we will just use the half exponent polynomial
expon_orig=1/2;
%In this loop we calculate the sum of the postive half integer series
%(the series of positive half integer exponents in (34.1)).
suma=0;
for k=0:numiter;
suma=suma+(1/gamma(k+1+expon_orig))*x^(k+expon_orig);
end;
disp("Positive half integers sum");
disp(suma);
%In this integral we calculate the sum of the negative half integer
%exponents series using the integral in (34.1)
fun=@(t) (1/pi).*(t.^(-1/2).*exp (-t).*x.^(-1/2))/(1+t./x);
q=integral(@(t) fun(t),0,inf,'ArrayValued',1);
disp("Negative half integers sum (calculated via integral)");
disp(q);
%Here we calculate exp(x) and the sum of the above values to check that the
%result is correct
disp("Exp(x)");
disp(exp(x));
disp("Sum of positive and negative half exponent series");
disp(suma+q);
```


## A2. Annex A2. If a series does not no converge, it does not mean that the result of its sum is incorrect

Let's calculate the sum of a geometric series. We will follow the rules and we will choose a series which last element tends to zero.

$$
\begin{gather*}
S=1+\frac{1}{2}+\frac{1}{2^{2}}+\frac{1}{2^{3}}+\cdots=1+\frac{1}{2}\left(1+\frac{1}{2}+\frac{1}{2^{2}}+\cdots\right)=1+\frac{1}{2} S  \tag{A1.1}\\
S-\frac{1}{2} S=1 \quad(A 1.2)  \tag{A1.2}\\
S\left(1-\frac{1}{2}\right)=1 \quad(A 1.3)  \tag{A1.3}\\
S=\frac{1}{1-\frac{1}{2}}=\frac{1}{\frac{1}{2}}=2  \tag{A1.4}\\
S=\frac{1}{1-r} \tag{A1.5}
\end{gather*}
$$

If we take a calculator and we start summing elements:

$$
\begin{equation*}
S=1+\frac{1}{2}+\frac{1}{2^{2}}+\frac{1}{2^{3}}+\frac{1}{2^{4}}=1.9375 \tag{A1.6}
\end{equation*}
$$

And we take more and more elements we see that we approach the final result $S=2$. But this is misleading, because the reality is that in the real world we will never get the result $S=2$. We will get there only if we are able to sum "all" the elements. And in that case, we will get the result $S=2$. If not, we will be nearer and nearer but never arriving.

Ok, now let's not follow the rules. Let's try to get the sum of the following geometric sum. The last element does not tend to zero (the opposite, is increasing continuously):

$$
\begin{gather*}
S=1+2+2^{2}+2^{3}+\cdots=1+2\left(1+2+2^{2}+\cdots\right)=1+2 S  \tag{A1.7}\\
S-2 S=1 \quad(A 1.8) \\
S(1-2)=1 \quad(A 1.9) \\
S=\frac{1}{1-2}=-1 \quad(A 1.10)  \tag{A1.10}\\
S=\frac{1}{1-r} \quad(A 1.11) \tag{A1.11}
\end{gather*}
$$

We have followed exactly the same steps as in (A1.1 to A1.5). So, this procedure is as correct or as wrong as before. There is nothing that tells us that we have to apply an "ad hoc" extra rule to this result. Both calculations are ok or both calculations are wrong.

So, what is the difference? In the first case (A1.1), if we are not able to calculate the result, we can use the "trick" of summing a lot of elements to check if they approach something. In the second case (A1.7) this trick does not work. But, in fact, this is the only difference between both cases.

Both cases have something in common. We are not able, as human beings, to perform the total sum of the elements. We will never sum all the elements in the first case (A1.1), and we will never sum all the elements in the second case (A1.7).

But everything points to, that if we were able to do it (to sum all the elements), we would get $S=2$ in the first case and $S=-1$ in the second case. But we are not able to do it (neither in the first case and neither in the second). Yes, if we were able to sum all the elements in the second case, we would get $S=-1$ (but we are not able to do it). Exactly the same that we would get $\mathrm{S}=2$ in the first case (but we are not able to do it).

Both results are ok or both results are wrong. But it is not the case the first one is ok and the second not. Normally it is said that the second case (A1.7) is an artifact (an extension of a result that does not have any meaning). But it is really the opposite. The artifact is in our minds, that as we cannot understand that result, we impose the condition that it is not possible or incorrect. But there is nothing incorrect in the steps followed (at least as incorrect as the first case (A1.1) can be). The artifact is in our minds, imposing an "ad hoc" rule just because we do not understand the result. But the numbers do not lie, if we were able to make the sum of "all" the elements in (A1.7) the result would be $\mathrm{S}=-1$. But we are not able to sum all the elements, so we cannot check it. The numbers do not care if we are able to understand it or not, they just tell us that that is the result. The result for (A1.7) is as correct or as incorrect that (A1.1) is $\mathrm{S}=2$ (that is something that really, we cannot check also, we are not able to make the complete sum).

The only difference between first case (A1.1) and second case (A1.7) is that in the first case, we can try to approach the result making partial sums. In the second case, we must sum all the elements to get the result. The trick of partial sums does not work. And as we are not able to make the total sum of all the elements, we consider that the result is incorrect. The artifact is not the result, the artifact is the conclusion that there must be something wrong here just because we are not able to perform that sum including all the elements.

## A3. Annex A3. Offtopic. Sum of $\sin (n x)$ and $\cos (n x)$ series

Once we have internalized the Annex A2, we can start making sums which last element does not tend to zero and see that we get results.

For example, we can start with the $\sin (\mathrm{nx})$ series:

$$
\begin{gathered}
S=\sin (x)+\sin (2 x)+\sin (3 x)+\cdots= \\
=\frac{e^{x i}-e^{-x i}}{2 i}+\frac{e^{2 x i}-e^{-2 x i}}{2 i}+\frac{e^{3 x i}-e^{-3 x i}}{2 i}+\cdots
\end{gathered}
$$

$$
\begin{gathered}
=\frac{1}{2 i}\left(\left(e^{x i}+e^{2 x i}+e^{3 x i} \ldots\right)-\left(e^{-x i}+e^{-2 x i}+e^{-3 x i} \ldots\right)\right)= \\
=\frac{1}{2 i}\left(\left(\frac{e^{x i}}{1-e^{x i}}\right)-\left(\frac{e^{-x i}}{1-e^{-x i}}\right)\right)=\frac{1}{2 i}\left(\frac{e^{x i}-1-e^{-x i}+1}{\left(1-e^{x i}\right)\left(1-e^{-x i}\right)}\right) \\
=\frac{1}{2 i}\left(\frac{2 i \sin (x)}{1-e^{-x i}-e^{x i}+1}\right)=\frac{\sin (x)}{2-2 \cos x}=\frac{1}{2} \frac{\sin (x)}{(1-\cos (x))}
\end{gathered}
$$

And we can get a result also with the $\cos (\mathrm{nx})$ series:

$$
\begin{gathered}
S=\cos (x)+\cos (2 \mathrm{x})+\cos (3 \mathrm{x})+\cdots= \\
=\frac{e^{x i}+e^{-x i}}{2}+\frac{e^{2 x i}+e^{-2 x i}}{2}+\frac{e^{3 x i}+e^{-3 x i}}{2}+\cdots \\
=\frac{1}{2}\left(\left(e^{x i}+e^{2 x i}+e^{3 x i} \ldots\right)+\left(e^{-x i}+e^{-2 x i}+e^{-3 x i} \ldots\right)\right)= \\
=\frac{1}{2}\left(\left(\frac{e^{x i}}{1-e^{x i}}\right)+\left(\frac{e^{-x i}}{1-e^{-x i}}\right)\right)=\frac{1}{2}\left(\frac{e^{x i}-1+e^{-x i}-1}{\left(1-e^{x i}\right)\left(1-e^{-x i}\right)}\right)=\frac{1}{2}\left(\frac{2 \cos (x)-2}{1-e^{-x i}-e^{x i}+1}\right) \\
=\frac{1}{2} \frac{2 \cos (\mathrm{x})-2}{2-2 \cos x}=-\frac{1}{2}
\end{gathered}
$$

## A4. Annex A4. Offtopic. Sum of Riemann zeta function series

Let's calculate the following sum. This calculation is not original, you can find the result for example in [9]. But we will use it as an example of what it will come later (jump to A4.1 if you want):

$$
\begin{gathered}
S=\zeta(1)-1+\zeta(2)-1+\zeta(3)-1+\zeta(4)-1+\cdots \\
S=\frac{1}{2}+\frac{1}{3}+\frac{1}{4}+\frac{1}{5}+\cdots+ \\
+\frac{1}{2^{2}}+\frac{1}{3^{2}}+\frac{1}{4^{2}}+\frac{1}{5^{2}}+\cdots+ \\
+\frac{1}{2^{3}}+\frac{1}{3^{3}}+\frac{1}{4^{3}}+\frac{1}{5^{3}}+\cdots+ \\
+\cdots+
\end{gathered}
$$

If we check the columns, we see that they are geometric sums, so we can use the geometric sum equation [4]:

$$
\begin{gathered}
S=\frac{a_{1}}{1-r} \\
S=\frac{\frac{1}{2}}{1-\frac{1}{2}}+\frac{\frac{1}{3}}{1-\frac{1}{3}}+\frac{\frac{1}{4}}{1-\frac{1}{4}}+\cdots
\end{gathered}
$$

$$
S=\frac{\frac{1}{2}}{\frac{1}{2}}+\frac{\frac{1}{3}}{\frac{3}{3}}+\frac{\frac{1}{4}}{\frac{3}{4}}+\cdots=1+\frac{1}{2}+\frac{1}{3}+\cdots=\zeta(1)
$$

$$
\begin{gathered}
S=\zeta(1)-1+\zeta(2)-1+\zeta(3)-1+\zeta(4)-1+\cdots \\
S=\zeta(1) \\
0=-1+\zeta(2)-1+\zeta(3)-1+\zeta(4)-1+\cdots \\
1=\zeta(2)-1+\zeta(3)-1+\zeta(4)-1+\cdots \\
\zeta(2)-1+\zeta(3)-1+\zeta(4)-1+\cdots=1
\end{gathered}
$$

We can check that this is correct just operating numerically. You can find the values of the Riemann zeta function here [10] [11] [9].

$$
\begin{aligned}
\zeta(2)-1+\zeta(3) & -1+\zeta(4)-1+\zeta(5)-1+\zeta(6)-1+\zeta(7)-1 \\
& =1.644934067-1+1.202056903-1+1.082323234-1 \\
& +1.036927755-1+1.017343062-1+1.008349277-1 \\
& =0.991934298
\end{aligned}
$$

And the higher number of elements, we include the nearer we go to 1 .

But what has not been ever commented is that we can make the same sum but for all the elements (not only the positive ones), getting the result zero.

$$
\begin{gather*}
S=\cdots+\zeta(-3)-1+\zeta(-2)-1+\zeta(-1)-1+\zeta(0)-1+\zeta(1)-1+\zeta(2)-1 \\
+\zeta(3)-1+\zeta(4)-1+\cdots=0 \tag{A4.1}
\end{gather*}
$$

This sum can be performed even if the negative elements does not tend to zero. This is only possible if we take the Annex A1 into account.

To demonstrate this, let's make a partial sum starting in $\zeta(-1)$ :

$$
\begin{gathered}
S=\zeta(-1)-1+\zeta(0)-1+\zeta(1)-1+\zeta(2)-1+\zeta(3)-1+\cdots= \\
S=\frac{1}{2}+\frac{1}{3}+\frac{1}{4}+\frac{1}{5}+\cdots+ \\
+1+1+1+1+\cdots+ \\
+2+3+4+5+\cdots+ \\
+2^{2}+3^{2}+4^{2}+5^{2}+\cdots+ \\
+2^{3}+3^{3}+4^{3}+5^{3}+\cdots+ \\
+\cdots+
\end{gathered}
$$

$$
\begin{gather*}
S=\frac{\frac{1}{2}}{1-2}+\frac{\frac{1}{3}}{1-3}+\frac{\frac{1}{4}}{1-4}+\frac{\frac{1}{5}}{1-5} \ldots=-\frac{1}{1 \cdot 2}-\frac{1}{2 \cdot 3}-\frac{1}{3 \cdot 4}-\frac{1}{4 \cdot 5}-\cdots \\
=-\left(\frac{1}{1 \cdot 2}+\frac{1}{2 \cdot 3}+\frac{1}{3 \cdot 4}+\frac{1}{4 \cdot 5}+\cdots\right) \tag{A4.2}
\end{gather*}
$$

The sum in brackets is 1 , as you can check in [12][13] where a general sum of this type with n terms is calculated:

$$
S_{n}=\frac{1}{1 \cdot 2}+\frac{1}{2 \cdot 3}+\frac{1}{3 \cdot 4}+\frac{1}{4 \cdot 5}+\cdots \frac{1}{n(n+1)}=\sum_{k=1}^{n}\left(\frac{1}{k}-\frac{1}{k+1}\right)=\frac{n}{n+1}
$$

When we have an infinite number of elements n is infinite giving as result 1 when n tends to infinity, so coming back to (A4.2):

$$
S=-\left(\frac{1}{1 \cdot 2}+\frac{1}{2 \cdot 3}+\frac{1}{3 \cdot 4}+\frac{1}{4 \cdot 5}+\cdots\right)=-\left(\lim _{n \rightarrow \infty} \frac{n}{n+1}\right)=-1
$$

So, coming back to (A4.1):

$$
\begin{aligned}
S=\cdots+\zeta(-3)- & 1+\zeta(-2)-1+\zeta(-1)-1+\zeta(0)-1+\zeta(1)-1+\zeta(2)-1 \\
& +\zeta(3)-1+\zeta(4)-1+\cdots= \\
& =[\cdots+\zeta(-3)-1+\zeta(-2)-1+\zeta(-1)-1+\zeta(0)-1] \\
& +[\zeta(1)-1+\zeta(2)-1+\zeta(3)-1+\zeta(4)-1+\cdots]=-1+1=0
\end{aligned}
$$

We can get this result cutting the sum wherever we want, so in general we can say that:

$$
\begin{gathered}
\sum_{k=-\infty}^{m} \zeta(k)=-\sum_{l=m+1}^{\infty} \zeta(l) \\
\sum_{k=-\infty}^{m} \zeta(k)+\sum_{l=m+1}^{\infty} \zeta(l)=0 \\
\sum_{k=-\infty}^{\infty} \zeta(k)=0
\end{gathered}
$$

As commented, this would not have any meaning or we could not even think about it, if we do not consider that what is commented in Annex A1 is correct.

## A5. Annex A5. Matlab/Octave program for expression (46)

You can find here attached a program in Matlab/Octave to calculate the expression (46) and check that the result is the same as the exponential of (x).

The functions afterwards should be saved in matlab with the names exp_frac.m and gammaco.m to work. Gammaco function comes from https://es.mathworks.com/matlabcen-tral/fileexchange/3572-gamma with its corresponding credit to the authors.

Save the following one as exp_frac_main.m
\%@2021 Jesus Sanchez jesus.sanchez.bilbao@gmail.com
\%Program to calculate the exponential using a polynomial including
\%negative, fractional and imaginary exponents of X (in the polynomial)
\%It is needed the function exp_frac by ©2021 Jesus Sanchez and the function
\%gammaco by authors in https://es.mathworks.com/matlabcentral/fileexchange/3572-
gamma
$\mathrm{x}=3$;
$\mathrm{z}=1 / 2-3 \mathrm{i}$;
disp(exp_frac(x,z));
$\operatorname{disp}(\exp (\mathrm{x}))$;

Save this as exp_frac.m
function[f2]=exp_frac (x2,z2);
\%New version of the program by Jesus Sanchez in the paper "Exponential function as a polynomial
\%of non-integer and negative exponents Fractional derivative of a constant"
\% ©2021 Jesus Sanchez jesus.sanchez.bilbao@gmail.com
\% In this version eq. (45) is with $\sin (\mathrm{pi}(\mathrm{z}+1 \mathrm{k}+1)$ instead of $\sin (\mathrm{pi}(\mathrm{z}+\mathrm{k}))$
\%And eq. 46 (and also end of eq.45) is $\sin (\mathrm{pi}(\mathrm{z}))$ instead of $\sin (\mathrm{pi}(\mathrm{z}-1))$ (viXra-v2 versionthe current one)
\%For this program to work you need definition of gamma complex (I have
\%called it gammaco) taken from: https://es.mathworks.com/matlabcen-tral/fileexchange/3572-gamma
\%And chaning tha name form gamma to gammaco. All credit for this part of \%the program to the authors
\%In this matlab/octave program it will be shown that the sum of the positive half \%integer series and the negative half integer series gives $\exp (x)$ as \%result. It will be used the expression (34.1)
format long;
\%x to calculate $\exp (\mathrm{x})$. Change this value as you wish
$\mathrm{x}=\mathrm{x} 2$;
\%Number of iterations. The higher the more exact result will be, but if it
\%is very high could lead to very long times or even errors due to overflow.
\%Reduce it if you get errors
numiter=150;
\%In this matlab program we will just use the half exponent polynomial expon_orig=z2;
\%In this loop we calculate the sum of the postive half integer series
$\%($ the series of positive half integer exponents in (34.1)).
suma=0;
for $\mathrm{k}=0$ :numiter;
suma=suma $+(1 /$ double (gammaco(k+1+expon_orig) $)))^{*} x^{\wedge}(\mathrm{k}+$ expon_orig $) ;$
end;
\%disp("Positive half integers sum");
\%disp(suma);
\%In this integral we calculate the sum of the negative half integer
\%exponents series using the integral in (34.1). Hay un error en el JAMP. Al $\%$ seno no se le suma uno ya que faltaba un +1 en el seno en la ecuación 45.
$\% \mathrm{Y}$ se arrastra el error
fun=@(t) (1/pi).*(t.^(-expon_orig).*exp(-t).*x.^(expon_orig-1))*sin(pi*(ex-
pon_orig))/(1+t./x);
q=integral(@(t)fun(t),0,inf,'ArrayValued',1);
\%disp("Negative half integers sum (calculated via integral)");
$\% \operatorname{disp}(q)$;
\%Here we calculate $\exp (x)$ and the sum of the above values to check that the
\%result is correct
\%disp("Exp(x)");

```
%disp(exp(x));
%disp("Sum of positive and negative half exponent series")
%disp(suma+q);
f2=(suma+q);
return
```

Save this as gammaco.m Credits to the original authors of this part of the code in https://es.mathworks.com/matlabcentral/fileexchange/3572-gamma:
function [f] = gammaco(z)
\% GAMMA Gamma function valid in the entire complex plane
\% Accuracy is 15 significant digits along the real axis
$\%$ and 13 significant digits elsewhere.
\% This routine uses a superb Lanczos series
\% approximation for the complex Gamma function.
\%
$\% \mathrm{z}$ may be complex and of any size.
\% Also $\mathrm{n}!=\operatorname{prod}(1: \mathrm{n})=\operatorname{gamma}(\mathrm{n}+1)$
\%
\%usage: [f] = gamma(z)
\%
\%tested on versions 6.0 and 5.3.1 under Sun Solaris 5.5.1
\%
\%References: C. Lanczos, SIAM JNA 1, 1964. pp. 86-96
\% Y. Luke, "The Special ... approximations", 1969 pp. 29-31
\% Y. Luke, "Algorithms ... functions", 1977
\% J. Spouge, SIAM JNA 31, 1994. pp. 931-944
\% W. Press, "Numerical Recipes"
\% S. Chang, "Computation of special functions", 1996
\% W. J. Cody "An Overview of Software Development for Special \% Functions", 1975
\%
\%see also: GAMMA GAMMALN GAMMAINC PSI
\%see also: mhelp GAMMA
\%
\%Paul Godfrey
\%pgodfrey@intersil.com
\%http://winnie.fit.edu/~gabdo/gamma.txt
\%Sept 11, 2001
siz = size ( z );
$\mathrm{z}=\mathrm{z}($ :);
zz=z;
$\mathrm{f}=0 . * \mathrm{z} ; \%$ reserve space in advance
$\mathrm{p}=$ find(real(z)<0);
if $\sim$ isempty $(\mathrm{p})$
$\mathrm{z}(\mathrm{p})=-\mathrm{z}(\mathrm{p})$;
end
\% 15 sig. digits for $0<=\operatorname{real}(z)<=171$
$\%$ coeffs should sum to about $\mathrm{g}^{*} \mathrm{~g} / 2+23 / 24$
$\mathrm{g}=607 / 128$; \% best results when $4<=\mathrm{g}<=5$
$\mathrm{c}=[0.99999999999999709182$;
57.156235665862923517;
-59.597960355475491248;
14.136097974741747174
-0.49191381609762019978;
. $33994649984811888699 \mathrm{e}-4$
. $46523628927048575665 \mathrm{e}-4$

```
-.98374475304879564677e-4;
.15808870322491248884e-3;
-.21026444172410488319e-3;
.21743961811521264320e-3;
-.16431810653676389022e-3;
.84418223983852743293e-4
-.26190838401581408670e-4;
.36899182659531622704e-5];
%Num Recipes used g=5 with 7 terms
%for a less effective approximation
z=z-1;
zh =z+0.5;
zgh=zh+g;
%trick for avoiding FP overflow above z=141
zp=zgh.^(zh*0.5);
ss=0.0;
for pp=size(c,1)-1:-1:1
ss=ss+c(pp+1)./(z+pp);
end
%sqrt(2Pi)
sq2pi= 2.5066282746310005024157652848110;
f=(sq2pi*(c(1)+ss)).*((zp.*exp(-zgh)).*zp);
f(z==0 | z==1) = 1.0;
%adjust for negative real parts
if ~isempty(p)
f(p)=-pi./(zz(p).*f(p).*sin(pi*zz(p)));
end
%adjust for negative poles
p=find(round(zz)==zz & imag(zz)==0 & real(zz)<=0);
if ~isempty(p)
f(p)=Inf;
end
f=reshape(f,siz);
return
```


## A6. Annex A6. Mathematica program for expression (46)

pi=N[Pi];
$\mathrm{x}=2.3$;
$\mathrm{z}=0.7-2.7$ * I ;
$n \max =150$;
(*Copyright 2024 by Jesus Sanchez jesus.sanchez.bilbao@gmail.com *)
(* Program that calculates Equation 46 in Exponential function as polynomial of non-integer and negative exponents by Jesus Sanchez*)
(*nmax is the number of elements in the sum in the positive side*)
( ${ }^{\mathrm{x}} \mathrm{x}$ is the variable to evaluate the $\left.\operatorname{Exp}(\mathrm{x})^{*}\right)$
( $* \mathrm{z}$ is the complex or real number to shift the elements of the sum comparted to integer exponents*)
(*See equation 46 in Exponential function as polynomial of non-integer and negative exponents by Jesus Sanchez*)
exppos[x_,z_,nmax_]:=(a=0.;Do[a=a+x^(n+z)/Gamma[n+z+1],\{n,0,nmax \}];a);

```
integ[x_,z_,t_]:=(x^(z-1)/Pi)*t^(-z)*Exp[-t]*Sin[Pi*z]/(1+t/x);
expneg=NIntegrate[integ[x,z,t],{t,0,Infinity}];
(*expneg=NIntegrate[integ[x,z,t],{t,0,Infinity },PrecisionGoal-> 10];*)
Print[N[Exp[x]]];
Print[N[exppos[x,z,nmax]]+expneg];
```


## A7. Annex A7. Mathematica program for Generalization of Binomial theorem

```
pi=N[Pi];
m=1.3+0.05*I;
w=0.8+0.1*I;
s=3.1;
kmin}=-15
kmax =15;
```

(*Copyright 2024 by Jesus Sanchez jesus.sanchez.bilbao@gmail.com *)
(* Program that calculates binomial exponentiation introducing a shifting of $w$ (complex number) in
the exponenets of the elements*)
( $* \mathrm{k}$ goes from kmin (negative) to kmax (positive). Normally from -15 to +15 approx to avoid losing
the convergence*)
(* m is the variable to evaluate the $\left.(\mathrm{m}+1)^{\wedge} \mathrm{s}\right) \mathrm{s}$ is the complex exponent. m can be complex also*)
(* z is the complex or real number to shift the elements of the sum comparted to integer exponents*)
(*It converges for low absolute values of $m$ and $w$. Real part of $s$ must be higher than zero to converge
also*)
binom-
$\left.\exp \left[\mathrm{m}_{-}, \mathrm{w}_{-}, \mathrm{s} \_, \mathrm{kmin}, \mathrm{kmax}\right]\right]:=\left(\mathrm{a}=0 . ; \mathrm{Do}\left[\mathrm{a}=\mathrm{a}+\mathrm{m}^{\wedge}(\mathrm{k}+\mathrm{w})^{*} \mathrm{Gamma}[\mathrm{s}+1] /(\mathrm{Gamma}[\mathrm{k}+\mathrm{w}+1] * \mathrm{Gamma}[\mathrm{s}\right.\right.$
-k-w+1]), \{k,kmin,kmax \}];a);
Print[binomexp[m,w,s,kmin,kmax]];
$\operatorname{Print}\left[(\mathrm{m}+1)^{\wedge} \mathrm{s}\right] ;$

## A8. Sum of infinite Riemann Zeta functions

In chapter 4 we obtained:

$$
(m+1)^{s}=\sum_{\substack{k=-\infty \\ k=\text { integer }}}^{\infty} m^{k+w} \frac{\Gamma(s+1)}{\Gamma(k+w+1) \Gamma(s-k-w+1)}
$$

That can be modified as:

$$
(m+1)^{-s}=\sum_{\substack{k=-\infty \\ k=\text { integer }}}^{\infty} m^{k+w} \frac{\Gamma(-s+1)}{\Gamma(k+w+1) \Gamma(-s-k-w+1)}
$$

So, Riemann Zeta function can be expressed as:

$$
\zeta(s)=\sum_{n=1}^{\infty} n^{-s}=\sum_{m=0}^{\infty}(m+1)^{-s}=\sum_{m=0}^{\infty} \sum_{k=-\infty}^{\infty} m^{(k+w)} \frac{\Gamma(-s+1)}{\Gamma(k+w+1) \Gamma(-s-k-w+1)}
$$

Being w whatever complex number we want to choose (it is a free parameter).
Applying the functional equation to the Zeta Riemann function [9]:

$$
\zeta(s)=2^{s} \pi^{(s-1)} \sin \left(\frac{\pi s}{2}\right) \Gamma(1-s) \zeta(1-s)=\sum_{m=0}^{\infty} \sum_{k=-\infty}^{\infty} m^{(k+w)} \frac{\Gamma(-s+1)}{\Gamma(k+w+1) \Gamma(-s-k-w+1)}
$$

We can cancel the elements $\Gamma(1-s)$ and $\Gamma(-s+1)$ in both sides of the equation as they are the same:

$$
2^{s} \pi^{(s-1)} \sin \left(\frac{\pi s}{2}\right) \zeta(1-s)=\sum_{m=0}^{\infty} \sum_{k=-\infty}^{\infty} m^{(k+w)} \frac{1}{\Gamma(k+w+1) \Gamma(-s-k-w+1)}
$$

If we apply for $s=1$ :

$$
\begin{gathered}
2^{1} \pi^{(1-1)} \sin \left(\frac{\pi \cdot 1}{2}\right) \zeta(1-1)=\sum_{m=0}^{\infty} \sum_{k=-\infty}^{\infty} m^{(k+w)} \frac{1}{\Gamma(k+w+1) \Gamma(-1-k-w+1)} \\
2 \cdot 1 \cdot 1 \cdot \zeta(0)=\sum_{m=0}^{\infty} \sum_{k=-\infty}^{\infty} m^{(k+w)} \frac{1}{\Gamma(k+w+1) \Gamma(-k-w)}
\end{gathered}
$$

We can use the Euler's reflection formula of the Gamma function [3]:

$$
\Gamma(1-z) \Gamma(z)=\frac{\pi}{\sin (\pi z)}
$$

Considering z and $1-\mathrm{z}$ as follows:

$$
\begin{gathered}
z=k+w+1 \\
1-z=1-k-w-1=-k-w
\end{gathered}
$$

So:

$$
\begin{aligned}
& \Gamma(-k-w) \Gamma(k+w+1)=\frac{\pi}{\sin (\pi(k+w+1))} \\
& \Gamma(k+w+1)=\frac{\pi}{\Gamma(-k-w) \cdot \sin (\pi(k+w+1))} \\
& \frac{1}{\Gamma(k+w+1)}=\frac{\Gamma(-k-w) \cdot \sin (\pi(k+w+1))}{\pi}
\end{aligned}
$$

Applying it to the higher above previous equation:

$$
\begin{gathered}
2 \cdot \zeta(0)=\sum_{m=0}^{\infty} \sum_{k=-\infty}^{\infty} m^{(k+w)} \frac{1}{\Gamma(k+w+1) \Gamma(-k-w)} \\
2 \cdot \zeta(0)=\sum_{m=0}^{\infty} \sum_{k=-\infty}^{\infty} m^{(k+w)} \frac{\Gamma(-k-w) \cdot \sin (\pi(1+k+w))}{\pi \cdot \Gamma(-k-w)} \\
2 \cdot \zeta(0)=\sum_{m=0}^{\infty} \sum_{k=-\infty}^{\infty} m^{(k+w)} \frac{\sin (\pi(1+k+w))}{\pi}
\end{gathered}
$$

The factor of the $\sin$ is periodic. When k is odd, it is positive. And when k is even, it is
negative, as you check. So:

$$
2 \cdot \zeta(0)=\sum_{m=0}^{\infty} \sum_{\substack{k=-\infty \\ k=\text { odd integer }}}^{\infty} m^{(k+w)} \frac{\sin (\pi w)}{\pi}-\sum_{m=0}^{\infty} \sum_{\substack{k=-\infty \\ k=\text { even integer }}}^{\infty} m^{(k+w)} \frac{\sin (\pi w)}{\pi}
$$

Now, we can make a change in the definition of k (not changing the real terms or the inherent meaning of the distribution of terms), to represent above formula this way:

$$
2 \cdot \zeta(0)=\frac{\sin (\pi w)}{\pi} \sum_{m=0}^{\infty} \sum_{\substack{k=-\infty \\ k=\text { integer }}}^{\infty} m^{(2 k-1+w)}-m^{(2 k+w)}
$$

Exchanging the summations of m and k (as they are independent):

$$
2 \cdot \zeta(0)=\frac{\sin (\pi w)}{\pi} \sum_{\substack{k=-\infty \\ k=\text { integer }}}^{\infty} \sum_{m=0}^{\infty} m^{(2 k-1+w)}-m^{(2 k+w)}
$$

By definition of Riemann Zetafunction [9]:

$$
\begin{gathered}
2 \cdot \zeta(0)=\frac{\sin (\pi w)}{\pi} \sum_{\substack{k=-\infty \\
k=\text { integer }}}^{\infty} \zeta(2 k-1+w)-\zeta(2 k+w) \\
\sum_{\substack{k=-\infty \\
k=\text { integer }}}^{\infty} \zeta(2 k-1+w)-\zeta(2 k+w)=\frac{2 \pi \cdot \zeta(0)}{\sin (\pi w)}
\end{gathered}
$$

Riemann Zeta function for $\mathrm{s}=0$ is equal to $-1 / 2$ [9]:

$$
\sum_{\substack{k=-\infty \\ k=\text { integer }}}^{\infty} \zeta(2 k-1+w)-\zeta(2 k+w)=\frac{2 \pi \cdot\left(-\frac{1}{2}\right)}{\sin (\pi w)}
$$

So, finally we get the following equation for whatever complex number w we want to choose (it is a free parameter):

$$
\sum_{\substack{k=-\infty \\ k=\text { integer }}}^{\infty} \zeta(2 k-1+w)-\zeta(2 k+w)=-\frac{\pi}{\sin (\pi w)}
$$

The representation with explicit terms would be:

$$
\ldots+\zeta(-3+w)-\zeta(-2+w)+\zeta(-1+w)-\zeta(w)+\zeta(1+w)-\zeta(2+w)+\cdots=-\frac{\pi}{\sin (\pi w)}
$$

## A9. Taylor series with non-integer exponents

We know the classical expression of the Taylor series [14]:

$$
f(x)=f(a)+\frac{f^{\prime}(a)}{1!}(x-a)+\frac{f^{\prime \prime}(a)}{2!}(x-a)^{2}+\frac{f^{\prime \prime \prime}(a)}{3!}(x-a)^{3}+\cdots
$$

Using the superscript $(\mathrm{n})$ for the function f , meaning the order of derivative, this can be represented as:

$$
f(x)=\frac{f^{(0)}(a)}{0!}(x-a)^{0}+\frac{f^{(1)}(a)}{1!}(x-a)^{1}+\frac{f^{(2)}(a)}{2!}(x-a)^{2}+\frac{f^{(3)}(a)}{3!}(x-a)^{3}+\cdots
$$

But as we have seen throughout this paper (chapters 2 on), we can generalize above expression using fractional calculus [2]. The fractional calculus permits to have fractional or even complex derivatives. In fractional calculus a negative superscript would mean fractional integral.

So, we can generalize the Taylor series as follows, following the same criteria used in this paper. This is, substituting factorials by Gamma function of the factorial +1 and making the sum for all the components from -infinity to + infinity (instead of only the positive ones, used in traditional polynomial series):

$$
\begin{aligned}
& f(x)=\cdots \frac{f^{(-3+w)}(a)}{\Gamma(-2+w)}(x-a)^{(-3+w)} \frac{f^{(-2+w)}(a)}{\Gamma(-1+w)}(x-a)^{(-2+w)}+\frac{f^{(-1+w)}(a)}{\Gamma(w)}(x-a)^{(-1+w)} \\
&+\frac{f^{(0+w)}(a)}{\Gamma(1+w)}(x-a)^{(0+w)}+\frac{f^{(1+w)}(a)}{\Gamma(2+w)}(x-a)^{(1+w)} \\
&+\frac{f^{(2+w)}(a)}{\Gamma(3+w)}(x-a)^{(2+w)}+\frac{f^{(3+w)}(a)}{\Gamma(4+w)}(x-a)^{(3+w)}+\cdots \\
&=\sum_{\substack{k=-\infty \\
k=\text { integer }}}^{\infty} \frac{f^{(k+w)}(a)}{\Gamma(k+w+1)}(x-a)^{(k+w)}
\end{aligned}
$$

Being w whatever complex number we want to choose (it is a free parameter). And the superscript $(k+w)$ in the $f$, meaning the order of the fractional derivative (or fractional integral if it is negative) applied to the function f .

