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Abstract

The central idea of this article is to introduce and prove a special form of the zeta function as proof of Riemann’s last theorem. The newly proposed zeta function contains two sub functions, namely $f_1(b,s)$ and $f_2(b,s)$. The unique property of $\zeta(s) = f_1(b,s) - f_2(b,s)$ is that as $b$ tends toward $\infty$, the equality $\zeta(s) = \zeta(1-s)$ is transformed into an exponential expression for the zeros of the zeta function. At the limiting point, we simply deduce that the exponential equality is satisfied if and only if $\Re(s) = \frac{1}{2}$. Consequently, we conclude that the zeta function cannot be zero if $\Re(s) \neq \frac{1}{2}$, hence proving Riemann’s last theorem.

Introduction

Riemann’s last theorem (RSLT) is very well known and providing a traditional introduction is not the most efficient way to achieve the objective of this work. This subject is well explained in countless publications [(1), (4), (13), (14)] and the assumption is that the reader understands this topic; therefore, instead of explaining RSLT, please consider a brief history of a singular number known as zero. This number reformed our understanding of mathematics, and it’s responsible for many advancements and achievements in mathematics. For example, the solution for an equation or function is the zero(s) of that equation or function. It’s not so hard to see that the entire calculus is the solution to $0$. It’s mysterious why this number reveals so much information. For instance, by knowing the zeros of any system, we can construct an accurate model of that system. This work is based on the behavior of functions close to infinity that has been rewritten in a more known and familiar methods. And the paragraph below has been kept as a testimony to the greatness of Riemann’s work. Where he revealed an important connection between the zeros of the zeta function and the prime numbers.

The English philosopher Adelard of Bath is known to have adopted the numeral zero to the number system in the 12th century [(5)]. This critical introduction has initiated a journey for this number with respect to the roots of mathematical functions. Over the centuries, the number zero has become the most important source of challenges in mathematics. One
such challenge involves proving a conjecture, which states that the real part of the nontrivial zeros of the zeta function [(1), Chap. X] is 1/2. This conjecture was first published by Georg Friedrich Bernhard Riemann in 1859 [(2), Chap. I] and is important because it provides a solid and irreplaceable foundation to gain information about the distribution of prime numbers [(4)]. In this work, we present proof of this conjecture.

**Assumptions**

\[ 1 \leq x \in \mathbb{R}; \ n = \lfloor x \rfloor \in \mathbb{N}; \Gamma (s) \neq 0, s \in \mathbb{C}; \{ \} \neq [0] \neq [0,0] \neq \ldots. \]

**Boundary**

The functions, expressions, and Equations [(4)–(19)] are restricted to the critical region \((0 < \Re(s) < 1)\).

**Consideration**

The nontrivial roots of the zeta function are considered for validating all relevant statements and conclusions.

**Definitions**

For \( s = \sigma + it; \sigma, t \in \mathbb{R}; i = \sqrt{-1} \), the zeta function [(1), Chap. I] is defined as

\[
\zeta(s) = \sum_{n=1}^{\infty} \frac{1}{n^s} = \sum_{n=1}^{\infty} \frac{1}{n^{\sigma+it}}
\]  

Equation (1) can now be rewritten [(1), Chap. II] for the critical region \((0 < \Re(s) = \sigma < 1)\) as

\[
\zeta(s) = \frac{2^s}{\pi} \sin \left( \frac{\pi s}{2} \right) \Gamma (1 - s) \zeta (1 - s) \tag{2}
\]

**Riemann’s last theorem**

The real part of the nontrivial zeros \(\{ s \mid 0 < \Re(s) < 1, \zeta (s) = 0 \} \) of the zeta function is 1/2.
Proof

By applying the summation and integration properties to the left-hand-side function of (3), we can say that

\[
\zeta(s) = \frac{1}{s-1} + \sum_{n=1}^{\infty} \int_{n}^{n+1} \left( \frac{1}{x^s} - \frac{1}{x^{s+b}} \right) dx
\]

\[
= \frac{1}{s-1} + \sum_{n=1}^{\infty} \int_{n}^{n+1} \left( \frac{1}{x^s} \right) dx - \sum_{n=1}^{\infty} \int_{n}^{n+1} \left( \frac{1}{x^{s+b}} \right) dx
\]

\[
= \frac{-1}{1-s} + \left( \sum_{n=1}^{\infty} \left( \frac{1}{n^s} \right) \right) - \int_{1}^{\infty} \left( \frac{1}{x^{s+b}} \right) dx
\]

\[
= \frac{-1}{1-s} + \lim_{b \to \infty} \left( \sum_{n=1}^{b} \left( \frac{1}{n^s} \right) - \frac{b^{1-s}}{1-s} \right)
\]

Therefore, we obtain

\[
\zeta(s) = \lim_{b \to \infty} \left( \sum_{n=1}^{b} \left( \frac{1}{n^s} \right) - \frac{b^{1-s}}{1-s} \right)
\]  

(4)

Further, we can generalize the function on the far right of (3) as follows:

\[
\zeta(s) = \frac{s}{s-1} - s \int_{1}^{\infty} \frac{x-[x]}{x^{s+1}} dx
\]

\[
= \frac{s}{s-1} - \sum_{n=1}^{\infty} \left( \int_{n}^{n+1} \frac{x-n}{x^{s+1}} dx \right)
\]

\[
= \frac{s}{s-1} - \sum_{n=1}^{b-1} \left( \int_{n}^{n+1} \frac{x-n}{x^{s+1}} dx \right) - s \int_{b}^{\infty} \frac{x-[x]}{x^{s+1}} dx
\]

\[
= \frac{s}{s-1} - \int_{1}^{b} \frac{x}{x^{s+1}} dx - s \sum_{n=1}^{b-1} \left( \int_{n}^{n+1} \frac{-n}{x^{s+1}} dx \right) - O_1
\]

\[
= \frac{-s}{1-s} + \int_{1}^{b} \frac{1}{x^s} dx - s \sum_{n=1}^{b-1} \left( \int_{n}^{n+1} \frac{1}{x^{s+1}} dx \right) - O_1
\]

\[
= \frac{-s}{1-s} + \frac{s}{1-s} b^{1-s} + s \sum_{n=1}^{b-1} \left( \frac{n}{n^s} - \frac{n}{(n+1)^s} \right) - O_1
\]

Considering \(\frac{-s}{1-s} b^{1-s} = \frac{b}{b^s} = \frac{b^{1-s}}{1-s}\), we have

\[
\zeta(s) = \frac{b}{b^s} - \frac{b^{1-s}}{1-s} + \left( \frac{1}{1^s} - \frac{1}{2^s} + \frac{2}{2^s} - \frac{2}{3^s} + \cdots + \frac{b-1}{(b-1)^s} - \frac{b-1}{b^s} \right) - O_1
\]

\[
= \frac{b}{b^s} - \frac{b^{1-s}}{1-s} + \sum_{n=1}^{b-1} \left( \frac{1}{n^s} \right) - \frac{b^{1-s}}{1-s} - b^s - s \int_{b}^{\infty} \frac{x-[x]}{x^{s+1}} dx
\]

\[
= \frac{b}{b^s} - \frac{b^{1-s}}{1-s} + \sum_{n=1}^{b-1} \left( \frac{1}{n^s} \right) - \frac{b^{1-s}}{1-s} - b^s - s \int_{b}^{\infty} \frac{x-[x]}{x^{s+1}} dx
\]

Thus, we obtain a general (valid for \(b = 1, 2, 3\ldots\)) form of the right-hand side (RHS) function of (3) as

\[
\zeta(s) = \sum_{n=1}^{b} \left( \frac{1}{n^s} \right) - \frac{b^{1-s}}{1-s} - s \int_{b}^{\infty} \frac{x-[x]}{x^{s+1}} dx, \quad b \in \mathbb{N}
\]  

(5)
Note that \( b = 1 \) provides the RHS function of (3). By considering the limit of (5) as \( b \) tends toward infinity, (4) can be proved by an alternative method.

We can express (3) for \( \zeta(1-s) \), where \( s = \sigma + it \), as

\[
\zeta(1-s) = \frac{1}{1-s} + \sum_{n=1}^{\infty} \int_n^{n+1} \left( \frac{1}{x^{1-s}} - \frac{1}{x^{1+s}} \right) dx
\]

\[
= (1-s) \left( \frac{1}{1-s} - \sum_{n=1}^{\infty} \int_1^{\infty} \frac{x-n}{x^{2-s}} dx \right) \tag{6}
\]

Therefore, considering (4), (5), and (6), we can derive that

\[
\lim_{b \to \infty} \left( \sum_{n=1}^{b} \frac{1}{n^s} - \frac{b^{1-s}}{1-s} \right) = \sum_{n=1}^{b} \left( \frac{1}{n^s} - \frac{1}{n^{1-s}} \right) - s \int_b^{\infty} \frac{x-n}{x^{s+1}} dx, \quad b \in \mathbb{N} \tag{7}
\]

Alternately, by considering the RHS functions of (7), we have

\[
\zeta(s) = \zeta(1-s) \Rightarrow \sum_{n=1}^{b} \left( \frac{1}{n^s} - \frac{1}{n^{1-s}} \right) - s \int_b^{\infty} \frac{x-n}{x^{s+1}} dx = \sum_{n=1}^{b} \left( \frac{b^{1-s}}{s} - \frac{b^s}{s} \right) - (1-s) \int_b^{\infty} \frac{x-n}{x^{2-s}} dx \tag{8}
\]

Considering (2) and the symmetry of the zeta function, we can say that if \( \zeta(s) = 0 \), then \( \zeta(1-s) \) will also be equal to zero. Therefore, we may assume that the roots of the zeta functions would occur at \( \zeta(s) = \zeta(1-s) \). Hence, we have

\[
\zeta(s) = 0 \Rightarrow \zeta(s) = \zeta(1-s) \Rightarrow \lim_{b \to \infty} \left( \sum_{n=1}^{b} \left( \frac{1}{n^s} - \frac{1}{n^{1-s}} \right) - s \int_b^{\infty} \frac{x-n}{x^{s+1}} dx \right) = \lim_{b \to \infty} \left( \sum_{n=1}^{b} \left( \frac{1}{n^{1-s}} - \frac{b^s}{s} \right) - (1-s) \int_b^{\infty} \frac{x-n}{x^{2-s}} dx \right) \tag{9}
\]

Note that (9) is valid for \( b = 1, 2, 3, \ldots \). Thus, we note that the limit of (9) as \( b \) approaches infinity asserts (8) by an alternative method.

Moving the subfunctions \( \sum_{n=1}^{b} \left( \frac{1}{n^s} - \frac{1}{n^{1-s}} \right) \) to the RHS and \( -\frac{b^{1-s}}{1-s} \) to the LHS gives

\[
\zeta(s) = \zeta(1-s) \Rightarrow \sum_{n=1}^{b} \left( \frac{1}{n^s} - \frac{1}{n^{1-s}} \right) - s \int_b^{\infty} \frac{x-n}{x^{s+1}} dx = \sum_{n=1}^{b} \left( \frac{b^{1-s}}{s} - \frac{b^s}{s} \right) - (1-s) \int_b^{\infty} \frac{x-n}{x^{2-s}} dx \tag{10}
\]

Then, taking the limit of (10) as \( b \to \infty \) gives

\[
\zeta(s) = 0 \Rightarrow \zeta(s) = \zeta(1-s) \Rightarrow \lim_{b \to \infty} \left( \sum_{n=1}^{b} \left( \frac{1}{n^s} - \frac{1}{n^{1-s}} \right) - s \int_b^{\infty} \frac{x-n}{x^{s+1}} dx \right) = \lim_{b \to \infty} \left( \sum_{n=1}^{b} \left( \frac{b^{1-s}}{s} - \frac{b^s}{s} \right) - (1-s) \int_b^{\infty} \frac{x-n}{x^{2-s}} dx \right) \tag{11}
\]
The simple and robust (addition, subtraction, multiplication, and division) steps below demonstrate a general technique to manipulate all infinite series of the form $1 + \frac{1}{2^s} + \frac{1}{3^s} + \ldots$ to produce finite values.

$$1 + \frac{1}{2^s} + \frac{1}{3^s} + \ldots = \sum_{n=1}^{\infty} \frac{1}{n^s}$$

$$= \sum_{n=1}^{\infty} \frac{1}{n^s} \left(1 - \frac{2}{2^s}\right) \left(1 - \frac{3}{2^s}\right)^{-1}$$

$$= \left(\sum_{n=1}^{\infty} \frac{1}{n^s}\right) \left(1 - \frac{2}{2^s}\right) \left(1 - \frac{3}{2^s}\right)^{-1}$$

$$= \left(\sum_{n=1}^{\infty} \frac{1}{n^s}\right) - \frac{2}{2^s} \left(\sum_{n=1}^{\infty} \frac{1}{n^s}\right) \left(1 - \frac{2}{2^s}\right)^{-1}$$

$$= \left(\sum_{n=1}^{\infty} \frac{1}{n^s}\right)(1 - 2) + \left(\sum_{n=1}^{\infty} \frac{1}{(2n)^s}\right) \left(1 - \frac{2}{2^s}\right)^{-1}$$

$$= \left(\sum_{n=1}^{\infty} \frac{1}{(2n-1)^s} - \frac{2}{2^s} \sum_{n=1}^{\infty} \frac{1}{(2n)^s}\right) \left(1 - \frac{2}{2^s}\right)^{-1}$$

$$= \left(\sum_{n=1}^{\infty} \frac{1}{(2n-1)^s} - \frac{2}{2^s} \sum_{n=1}^{\infty} \frac{1}{(2n)^s}\right) \left(1 - \frac{2}{2^s}\right)^{-1}$$

$$= \left(\sum_{n=1}^{\infty} \frac{1}{(2n-1)^s} + \frac{1}{(2n)^s} + 0\right) \left(1 - \frac{2}{2^s}\right)^{-1}$$

$$= \left(\sum_{n=1}^{\infty} \frac{1}{(2n-1)^s} - \frac{1}{(2n)^s}\right) \left(1 - \frac{2}{2^s}\right)^{-1}$$

$$= \frac{1}{1 - 2^{-1-s}} \sum_{n=1}^{\infty} \frac{-1^{n-1}}{n^s} \left(1 - \frac{2}{2^s}\right)^{-1}$$

$$= \zeta(s)$$

The term $\frac{1}{1 - 2^{-1-s}}$ is regular for all $s \in \mathbb{C} \setminus \{1\}$, and the function $\sum_{n=1}^{\infty} \frac{-1^{n-1}}{n^s}$ is commonly known as the Dirichlet eta function that converges for all complex numbers with $\Re(s) > 0$. Therefore, $\frac{1}{1 - 2^{-1-s}} \sum_{n=1}^{\infty} \frac{-1^{n-1}}{n^s}$ [(1), Chap. II] converges within the critical region ($0 < \sigma < 1$).

Consider replacing $\sum_{n=1}^{\infty} \frac{1}{n^s}$ with $f_1(s)$, $\sum_{n=1}^{\infty} \frac{1}{n^s} \left(1 - \frac{2}{2^s}\right) \left(1 - \frac{3}{2^s}\right)^{-1}$ with $f_2(s)$, and so on; thus, we obtain the simplified version of (12) as follows:

$$1 + \frac{1}{2^s} + \frac{1}{3^s} + \ldots = f_1(s) = f_2(s) = \ldots = f_{11}(s) = \zeta(s)$$

Here, we can easily observe that (12) proves a one-to-one correspondence (mapping) or bijection between the series $1 + \frac{1}{2^s} + \frac{1}{3^s} + \ldots$ and $\zeta(s)$ in the critical region simply because for each $s$ (input), all functions will generate one and only one series (output). In other words, all functions (function definition [(3), Chap. 5.1-page 66]) in (12) are in bijection with $s$ (input) and each other because none of the functions generate two or more series for each $s$. The main idea of (12) is to prove the one-to-one correspondence (mapping) or bijection, and later (it is difficult to show all these expressions simultaneously) in (13), (15), and (16), we will see how
to derive the simplified version of (12) in a manner such that all functions become regular for ζ(s) = \overline{ζ}(1 - s).

The significance of (12) is that it proves the bijection between the ζ(s) = \frac{\alpha}{x^s} \sum_{n=1}^{\infty} \frac{-1^{n-1}}{n^s} and the series \sum_{n=1}^{\infty} \frac{1}{n^s} in the critical region. In other words, this approach proves that we can place the value s (input) and function ζ(s) in a one-to-one correspondence with the infinite series 1 + \frac{1}{2^s} + \frac{1}{3^s} + \ldots in the critical region. Moreover, the equality signs in (12) prove that the infinite series 1 + \frac{1}{2^s} + \frac{1}{3^s} + \ldots would necessarily overlap with the analytic continuation of the zeta function.

It is worth mentioning here that the equality signs in (12) are concrete proof that the analytic continuation of the Riemann zeta function is the analytic continuation of the Euler product (\prod_{p}(1 - p^{-s})^{-1}) [(1), Chap. I] in the critical region. Thus, when considering (12), it is irrational to assume that establishing a mathematical relation between the Euler product and analytic continuation of the Riemann zeta function is false because the Euler product does not exist (diverges s \geq 1 [(1), Chap. I]) in the critical region (i.e., it is irrational to assume that the complex analysis is wrong because √-1 does not exist).

Now, for simplicity and clarity, let α = \left(1 - \frac{1}{2^s}\right) and β = \left(1 - \frac{1}{3^s}\right). Then, considering (12), we obtain the one-to-one correspondence or bijection between the alternating zeta function ζ(s) = \left(\sum_{n=1}^{\infty} \frac{-1^{n-1}}{n^s}\right) \left(1 - \frac{1}{2^s}\right) and the series \lim_{b \to \infty} \left(\sum_{n=1}^{b} \frac{1}{n^s}\right), where ζ(s) = \overline{ζ}(1 - s).

\[
\begin{align*}
(13) \quad \sum_{n=1}^{\infty} \frac{1}{n^s} \frac{1}{n^s} = \frac{1}{n^s} \frac{1}{n^s} = \frac{1}{n^s} \frac{1}{n^s} = \frac{1}{n^s}
\end{align*}
\]

The main idea of (13) is to prove the one-to-one mapping (14) between the set of finite values

A = \left\{ζ(s) | s \in S\right\} = \left\{ζ(1 - s) | s \in S\right\}

and set of infinite series B = \left\{\lim_{b \to \infty} \left(\sum_{n=1}^{b} \frac{1}{n^s}\right) | s \in S\right\} = \left\{\lim_{b \to \infty} \left(\sum_{n=1}^{b} \frac{1}{n^s}\right) | s \in S\right\}, where

S = \left\{s \mid 0 \leq R(s) < 1, \; ζ(s) = \overline{ζ}(1 - s)\right\}.

\[
\begin{align*}
B &= \left\{1 + \frac{1}{2^s} + \frac{1}{3^s} + \ldots | s \in S\right\} \\
\downarrow \boxed{(12)} \\
A &= \left\{ζ(s) | s \in S\right\} \\
\downarrow \boxed{(12)} \\
\end{align*}
\]

B = \left\{1 + \frac{1}{2^s} + \frac{1}{3^s} + \ldots | s \in S\right\} \boxed{(12)} \left\{1 + \frac{1}{2^s} + \frac{1}{3^s} + \ldots | s \in S\right\}
Considering \( \zeta(s) = \overline{\zeta(1-s)} \Leftrightarrow \zeta(s) - \overline{\zeta(1-s)} = 0 \), (12) and (13) can be rewritten as

\[
\zeta(s) - \overline{\zeta(1-s)} = 0
\]

\[
\Leftarrow \sum_{n=1}^{\infty} \frac{-1^{n-1}}{n^s} (\alpha)^{-1} - \sum_{n=1}^{\infty} \frac{-1^{n-1}}{n^{1-s}} (\beta)^{-1} = 0
\]

\[
\Leftarrow \sum_{n=1}^{\infty} \left( \frac{1}{n^s} - \frac{2}{(2n)^s} \right) (\alpha)^{-1} - \sum_{n=1}^{\infty} \left( \frac{1}{n^{1-s}} - \frac{2}{(2n)^{1-s}} \right) (\beta)^{-1} = 0
\]  
(15)

\[
\Leftarrow \sum_{n=1}^{\infty} \left( \frac{1}{n^s} - \frac{\alpha(\alpha)^{-1}}{n^s} - \frac{\beta(\beta)^{-1}}{n^{1-s}} \right) = 0
\]

Consequently, since \( \alpha(\alpha)^{-1} = 1 = \beta(\beta)^{-1} \) clearly, we have

\[
\zeta(s) - \overline{\zeta(1-s)} = 0 = \lim_{b \to \infty} \left( \sum_{n=1}^{b} \left( \frac{1}{n^s} - \frac{1}{n^{1-s}} \right) \right), \ s \in S
\]  
(16)

In the following part, we use the fact that if the analytic continuation of \( f(s_1) \) is equal to the analytic continuation of \( f(s_2) \), then \( f(s_1) - f(s_2) = 0 \) (and vice versa) to prove (16) by an alternative method. Then, we use (16) to transform (11) into the desired exponential equality.

Suppose that \( \lim_{b \to \infty} \left( \sum_{n=1}^{b} \left( \frac{1}{n^s} - \frac{1}{n^{1-s}} \right) \right) = 0 \). Therefore, considering (12) and (13), we obtain \( \zeta(s) - \overline{\zeta(1-s)} = 0 \). Then, because \( \zeta(s) - \overline{\zeta(1-s)} = 0 \Leftrightarrow \zeta(s) = \overline{\zeta(1-s)} \), we can readily deduce that

\[
\zeta(s) = \overline{\zeta(1-s)} \Leftrightarrow \lim_{b \to \infty} \left( \sum_{n=1}^{b} \left( \frac{1}{n^s} - \frac{1}{n^{1-s}} \right) \right) = 0
\]  
(17)

Finally,

by substituting \( \lim_{b \to \infty} \left( \sum_{n=1}^{b} \left( \frac{1}{n^s} - \frac{1}{n^{1-s}} \right) \right) = 0 \) into (11), we obtain

\[
0 = \lim_{b \to \infty} \left( \frac{b^{1-s}}{1-s} - \frac{b^s}{s} \right)
\]

for the zeros of the zeta function. Thus, we have

\[
\zeta(s) = 0 \Rightarrow \lim_{b \to \infty} \left( \frac{b^{1-s}}{1-s} - \frac{b^s}{s} \right) = 0 \Rightarrow \lim_{b \to \infty} \left( \frac{b^{1-s}}{1-s} - \frac{b^s}{s} \right) = 0
\]  
(18)

Now consider a simple exponential equality of the form \( \lim_{x \to \infty} \frac{x^a}{a} = \lim_{x \to \infty} \frac{x^b}{b} = 0 \). We easily see that this equality is satisfied if and only if \( a = b \). Therefore, it is easy to observe that (18) is satisfied if and only if \( a = \frac{1}{2} \). We can readily assert this with the following methods:

Consider the chronological progress tables below \( (0 < a < 1 < |t|) \):

<table>
<thead>
<tr>
<th>( b )</th>
<th>2</th>
<th>3</th>
<th>\ldots</th>
<th>( \lim_{b \to \infty} b )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \frac{b^{1-s}}{1-s} )</td>
<td>( \frac{b^s}{s} )</td>
<td>( \frac{b^{1-s}}{1-s} )</td>
<td>( \frac{b^s}{s} )</td>
<td>( \lim_{b \to \infty} \left( \frac{b^{1-s}}{1-s} - \frac{b^s}{s} \right) )</td>
</tr>
<tr>
<td>( \frac{b^{1-s}}{1-s} )</td>
<td>( \frac{b^s}{s} )</td>
<td>( \frac{b^{1-s}}{1-s} )</td>
<td>( \frac{b^s}{s} )</td>
<td>( \lim_{b \to \infty} \left( \frac{b^{1-s}}{1-s} - \frac{b^s}{s} \right) )</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

If \( 1 - a > a \left( \Leftrightarrow a < \frac{1}{2} \right) \), we have
Note that \( b^{1-\sigma} - \frac{b^\sigma}{|s|} \) cannot be equal to zero as \( b \) increases. Proceeding in a similar fashion as the previous proof, we observe that \( \lim_{b\to\infty} (b^{1-\sigma} - \frac{b^\sigma}{|s|}) \) cannot be equal to zero if \( 1-\sigma < \sigma \) \((\Leftrightarrow \sigma > \frac{1}{2})\).

If \( 1-\sigma = \sigma \), we have

\[
\begin{array}{c|ccccc}
 b & 2 & 3 & \cdots & \lim_{b\to\infty} b \\
\hline
\frac{b^{1-\sigma}}{|1-s|} & \frac{b^\sigma}{|s|} & \frac{b^{1-\sigma}}{|1-s|} - \frac{2^{1-\sigma}}{|s|} & \frac{3^{1-\sigma}}{|1-s|} - \frac{3^\sigma}{|s|} & \cdots & \lim_{b\to\infty} \left( \frac{b^{1-\sigma}}{|1-s|} - \frac{b^\sigma}{|s|} \right) \\
\hline
0 & 0 & 0 & 0 & 0 & 0
\end{array}
\]

Note that \( \frac{b^{1-\sigma}}{|1-s|} - \frac{b^\sigma}{|s|} \) is equal to zero for all values of \( b > 1 \) \((b \in \mathbb{N})\). Thus, we can conclude that \( \lim_{b\to\infty} (\frac{b^{1-\sigma}}{|1-s|} - \frac{b^\sigma}{|s|}) = 0 \) if and only if \( 1-\sigma = \sigma \) \((\Leftrightarrow \sigma = \frac{1}{2})\).

Hence, by considering (18), we have

\[
1-\sigma > \sigma \Rightarrow \lim_{b\to\infty} \left( \frac{b^{1-\sigma}}{|1-s|} - \frac{b^\sigma}{|s|} \right) = +\infty > 0
\]

\[
1-\sigma < \sigma \Rightarrow \lim_{b\to\infty} \left( \frac{b^{1-\sigma}}{|1-s|} - \frac{b^\sigma}{|s|} \right) = -\infty < 0
\]

Thus, we conclude that if \( \sigma < \frac{1}{2} \) or \( \sigma > \frac{1}{2} \), the equality \( \lim_{b\to\infty} (\frac{b^{1-\sigma}}{|1-s|} - \frac{b^\sigma}{|s|}) = 0 \) cannot be satisfied.

We observe that (18) holds if and only if \( \sigma = \frac{1}{2} \). In other words, \( \sigma \neq \frac{1}{2} \Rightarrow \zeta(s) \neq \overline{\zeta(1-s)} \). Hence, we conclude that

\[
\sigma \neq \frac{1}{2} \Leftrightarrow \zeta(s) \neq 0 \tag{19}
\]

This completes the proof that the real part of the nontrivial zeros of the zeta function is equal to 1/2.

Over the years, hundreds of mathematical theories have been built upon the assumption that Riemann’s last theorem is true. Therefore, considerable efforts have been made by several of the best mathematical minds around the world to protect the legitimacy of these theories. However, in this work we have finally proved this famous theorem that had resisted all efforts to be proven for over one and a half centuries.
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