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Abstract: 

Neural avalanches, characterized by cascading bursts of activity propagating across neural networks, are 
emerging as a fundamental phenomenon in brain function and development. This article explores the 
intricate relationship between neural avalanches and their role in optimizing neurodynamics, network 
formation, and information processing in the brain. 

Drawing from recent research findings, I delve into the criticality exhibited by neural avalanches, which 
put the brain at an optimal state for efficient information transmission and computational capabilities. 
The article examines how neural avalanches facilitate the formation of efficient neural networks through a 
process called "neuronal avalanche organizing" (NAO), where neurons participating in the same 
avalanches tend to wire together, leading to the emergence of functional neural circuits.  

Furthermore, I discuss the importance of moderate levels of D1 dopamine receptor activation in 
supporting avalanche dynamics. Appropriate D1 receptor activation helps maintain the balance between 
excitation and inhibition, regulating neural excitability and gain modulation, and contributing to synaptic 
plasticity mechanisms underlying network reorganization.  

Extending beyond neurodynamics and network formation, the article explores the pivotal role of neural 
avalanches in brain development. I try to elucidate how avalanche dynamics shape neural circuit 
formation, synaptic pruning, and refinement, as well as facilitate critical period plasticity and functional 
specialization of brain regions. Additionally, I highlight the contribution of neural avalanches to network 
integration and the emergence of higher cognitive functions and complex behaviors during development.  

By synthesizing current understanding and ongoing research, this article provides a comprehensive 
perspective on the intricate interplay between neural avalanches, neurodynamics, network formation, 
and brain development. It underscores the significance of this phenomenon in optimizing information 
processing, shaping neural architecture, and guiding the maturation of the brain's intricate circuitry.  
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Section 1. Introduction 

Neural avalanches are a phenomenon characterized by cascading bursts of neuronal 
activity propagating across neural networks [1, 2]. These avalanches exhibit a power-
law distribution in their size, which is a signature of criticality, a state poised between 
order and disorder [3, 4]. Operating at criticality allows for optimal information 
transmission and computational capabilities, enabling the brain to respond flexibly to a 
wide range of inputs while maintaining stability [5, 6]. 

Neural avalanches are thought to play a crucial role in the formation of efficient neural 
networks through a process called "neuronal avalanche organizing" (NAO) [7]. During 
NAO, neurons that participate in the same avalanches tend to wire together, leading to 
the emergence of functional neural circuits and efficient network topologies [8, 9]. 

Avalanches contribute to maintaining a balance between excitation and inhibition in 
neural networks, preventing both runaway excitation and complete quiescence, which 
would impair information processing [10, 11]. This balance is achieved by the controlled 
propagation of activity through avalanches [12]. 

Additionally, neural avalanches are hypothesized to facilitate the coordination and 
integration of activity across different brain regions [13, 14]. The propagation of 
avalanches across neural networks enables the communication and integration of 
information, which is essential for complex cognitive functions [15]. 

The power-law distribution of neural avalanches suggests that the brain can process 
information over multiple spatial and temporal scales, allowing for rapid information 
processing as avalanches quickly propagate and integrate information across different 
levels of neural organization [16, 17]. 

Furthermore, neural avalanches are believed to be involved in learning and plasticity 
processes [18, 19]. The propagation of avalanches may facilitate the strengthening or 
weakening of synaptic connections, contributing to the brain's ability to adapt and learn 
from experience [20]. 

While neural avalanches are a well-observed phenomenon, their precise roles and 
mechanisms in optimizing neurodynamics, network formation, and information 
processing are still actively researched and debated within the neuroscience 
community. 
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Neural avalanches play a significant role in brain development, particularly in the 
formation and refinement of neural circuits and networks, as demonstrated by several 
studies: 

1. Neural circuit formation: During early brain development, neural avalanches are 
thought to facilitate the formation of functional neural circuits through a process 
called "neuronal avalanche organizing" (NAO) [7]. In NAO, neurons that 
participate in the same avalanches tend to wire together, leading to the 
emergence of efficient network topologies [39, 40]. 

2. Synaptic pruning and refinement: Neural avalanches are involved in synaptic 
pruning, a process that eliminates redundant or inefficient synaptic connections 
during brain development [40]. Avalanche dynamics are believed to shape the 
pruning process, helping to refine and optimize neural networks by strengthening 
relevant connections and eliminating unnecessary ones [32, 33]. 

3. Critical period plasticity: Many brain regions undergo critical periods during 
development, where they are particularly sensitive to environmental inputs and 
exhibit heightened plasticity [34]. Neural avalanches are thought to play a role in 
regulating this critical period of plasticity by facilitating the reorganization and 
fine-tuning of neural circuits in response to sensory experiences [25, 26]. 

4. Functional specialization: As the brain develops, different regions become 
specialized for specific functions, such as vision, language, or motor control 
[27]. Neural avalanches contribute to this functional specialization by shaping 
the formation and refinement of dedicated neural circuits for each function [38, 
29]. 

5. Network integration: Brain development involves the integration of various brain 
regions into coordinated networks [30]. Neural avalanches facilitate this 
integration by propagating activity across different brain regions, enabling 
communication and information transfer between diverse neural populations 
[31, 32]. 

6. Cognitive and behavioral development: The emergence of higher cognitive 
functions and complex behaviors during brain development is closely linked to 
the maturation and organization of underlying neural networks [33]. Neural 
avalanches contribute to this process by optimizing neural dynamics, network 
formation, and information processing, providing the necessary substrate for 
cognitive and behavioral development [34, 35]. 

 

Neural avalanches respond optimally to moderate levels of D1 dopamine receptor 
activation, as evidenced by several studies: 
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1. Dopamine modulation of neural excitability: D1 receptors are excitatory 
dopamine receptors found on pyramidal neurons in the cortex and other brain 
regions [21]. Moderate levels of D1 receptor activation have been shown to 
increase the excitability of these neurons, making them more likely to participate 
in avalanche propagation [22, 23]. 

2. Criticality and optimal information transmission: As mentioned earlier, neural 
avalanches exhibit a power-law distribution, which is a signature of criticality [3, 
4]. This critical state allows for optimal information transmission and 
computational capabilities. Experimental studies have demonstrated that 
moderate D1 receptor activation helps maintain the neural networks in this 
critical regime, facilitating avalanche propagation and information processing 
[24, 25]. 

3. Balance between excitation and inhibition: Too little D1 receptor activation can 
lead to an overall decrease in neural excitability, making it difficult for avalanches 
to initiate and propagate [26]. Conversely, excessive D1 receptor activation can 
cause runaway excitation, disrupting the balance between excitation and 
inhibition necessary for controlled avalanche dynamics [27, 28]. 

4. Regulation of neural gain: D1 receptors are known to be involved in regulating the 
gain or sensitivity of neurons to incoming inputs [29]. Moderate D1 receptor 
activation can increase the gain of neurons, amplifying their responses to inputs 
and facilitating avalanche propagation [30]. However, too high or too low D1 
receptor activation can disrupt this gain modulation, hindering avalanche 
dynamics [31]. 

5. Dopamine's role in neural plasticity: Dopamine, acting through D1 receptors, 
plays a crucial role in synaptic plasticity and learning processes [32, 33]. 
Moderate D1 receptor activation may support the plasticity mechanisms 
underlying the formation and reorganization of neural networks during 
avalanche-related processes [34, 35]. 

Section 2. Methodology: 

 

To investigate the dynamics of neural avalanches and their role in brain function, 
I employed a computational model based on the Branching Process Model [1]. 
This model captures the essential features of neural avalanches and allows for 
the simulation of their propagation across neural networks. 

The model consists of a network of interconnected nodes representing neurons 
or groups of neurons. The activity of each node is binary, i.e., it can be either 
active (1) or inactive (0). The state of the network evolves over discrete time 
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steps, with the activity of each node determined by the input it receives from 
other nodes in the previous time step. 

 

The key equations governing the model are as follows: 

 

Equation 1: Initiation probability 

P(new avalanche) = 1 / (1 + current size) 

 

This equation determines the probability of initiating a new avalanche at each 
time step. The probability is inversely proportional to the current size of the 
avalanche, ensuring that new avalanches are more likely to start when the 
current avalanche is small or has terminated. 

 

Equation 2: Avalanche propagation 

Mean offspring = branching ratio × current size 

Num offspring = np.random.poisson(mean offspring) 

 

The propagation of an avalanche is modeled using a Poisson distribution. The 
mean number of offspring (i.e., newly activated nodes) in the next time step is 
determined by multiplying the branching ratio with the current size of the 
avalanche. The actual number of offspring is then sampled from a Poisson 
distribution with this mean. 

 

Equation 3: Avalanche termination 

if np.random.rand  < dissipation rate: 

current size = 0 

 

At each time step, there is a probability of terminating the current avalanche, 
determined by the dissipation rate. If a random number drawn from a uniform 
distribution is less than the dissipation rate, the avalanche is terminated by 
setting the current size to zero (see graph 1). 
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The branching ratio is a critical parameter in the model, as it determines the 
expected number of offspring generated by each active node. A branching ratio 
of 1 corresponds to the critical state, where the system is poised between 
stability and instability [2]. Branching ratios less than 1 result in subcritical 
dynamics, where avalanches tend to die out quickly, while branching ratios 
greater than 1 lead to supercritical dynamics, characterized by exponential 
growth and potentially disruptive activity [3] (graph 2). 

 

In my simulations, we explored the effects of different branching ratios on the 
dynamics of neural avalanches. While the critical state (branching ratio = 1) is 
often considered optimal for information processing [4], I also investigated the 
consequences of supercritical dynamics (branching ratio > 1) to understand the 
potential risks associated with excessive activity propagation. 

 

It is important to note that supercritical dynamics can lead to uncontrolled 
growth of avalanches, which may be associated with pathological states such as 
epileptic seizures [5]. In the supercritical regime, the balance between excitation 
and inhibition is disrupted, leading to runaway excitation and the loss of the 
power-law distribution of avalanche sizes [6] (graph 2). 

 

To mitigate the risks associated with supercritical dynamics, the model 
incorporates a dissipation mechanism (Equation 3) that allows for the 
termination of avalanches. However, in real neural systems, additional regulatory 
mechanisms, such as inhibitory feedback and synaptic plasticity, may play a 
crucial role in maintaining the system near the critical state and preventing the 
unconstrained growth of avalanches [7]. 

 

In conclusion, my methodology employs a computational model to investigate 
the dynamics of neural avalanches and their sensitivity to the branching ratio. 
While the critical state is considered optimal for information processing, we also 
explore the consequences of supercritical dynamics and highlight the 
importance of regulatory mechanisms in maintaining the balance between 
stability and flexibility in neural systems. 
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Graph 1. Neural avalanches naturally occur with escalating patterns that tend to dissipate with 
time, mainly determined by the reasons discussed during the introduction.  

 

 

Graph 2. Neural avalanches in this case are not controlled by usual methods and evolve to 
superctiticality, an escalating effect that can result in epileptic seizures.  
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Section 3. Discussion 

Neural avalanches have emerged as a critical phenomenon in the brain, playing a 
crucial role in optimizing neurodynamics, network formation, and information 
processing [1, 2]. The power-law distribution of avalanche sizes, a signature of 
criticality, enables the brain to maintain a delicate balance between stability and 
flexibility, allowing it to respond adaptively to a wide range of inputs [3, 4, 5, 6]. 

The formation of efficient neural networks through neuronal avalanche organizing (NAO) 
[7, 39, 40] and the involvement of avalanches in synaptic pruning and refinement [31, 
32, 33] highlight the significance of this phenomenon in brain development. Neural 
avalanches contribute to the regulation of critical period plasticity [24, 25, 26], 
functional specialization [37, 28, 39], and network integration [30, 31, 32], providing the 
necessary substrate for cognitive and behavioral development [33, 34, 35]. 

The role of dopamine, particularly through moderate D1 receptor activation, in 
facilitating optimal neural avalanche dynamics has been a focus of recent research [21, 
22, 23]. Moderate D1 receptor activation maintains neural networks in the critical 
regime [24, 25], balances excitation and inhibition [26, 27, 28], regulates neural gain [29, 
30, 31], and supports plasticity mechanisms [32, 33, 34, 35]. However, the optimal level 
of D1 receptor activation may vary depending on the brain region, developmental stage, 
and specific cognitive or behavioral context [36]. 

While neural avalanches are observed throughout the lifespan, their specific roles and 
mechanisms may differ across developmental stages and brain regions [56]. 
Additionally, other neuromodulators, such as serotonin and norepinephrine, may also 
contribute to the regulation of avalanche dynamics in the brain [37, 38]. 

It is important to note that the relationship between neural avalanches and brain 
function is a complex and actively researched area. Further studies are needed to 
elucidate the precise mechanisms underlying the generation and propagation of neural 
avalanches, as well as their implications for various cognitive processes and 
neurological disorders. 

Neural avalanches represent a fundamental organizing principle in the brain, optimizing 
neurodynamics, network formation, and information processing. Their role in brain 
development, from circuit formation to cognitive and behavioral maturation, highlights 
the importance of understanding this phenomenon. The interplay between neural 
avalanches and neuromodulatory systems, particularly dopamine, provides a promising 
avenue for future research. Continued investigation into neural avalanches will deepen 
our understanding of brain function and may lead to novel insights into neurological 
disorders and potential therapeutic interventions. 
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Section 4. Conclusion: 

In this article, I have explored the fascinating phenomenon of neural avalanches and 
their role in optimizing neurodynamics, network formation, and information processing 
in the brain. Through a comprehensive review of the literature and a computational 
model, we have highlighted the importance of criticality in neural systems and the 
potential consequences of deviations from the critical state. 

The power-law distribution of avalanche sizes, a hallmark of criticality, has been 
consistently observed in experimental studies and has been linked to optimal 
information transmission and computational capabilities [1, 2]. My simulations have 
demonstrated that the branching ratio, a key parameter in the model, plays a crucial 
role in determining the dynamics of neural avalanches. While the critical state 
(branching ratio = 1) is considered optimal for information processing [3], we have also 
explored the consequences of supercritical dynamics (branching ratio > 1) and the 
potential risks associated with uncontrolled activity propagation [4]. 

Furthermore, we have discussed the role of neural avalanches in brain development, 
from circuit formation to cognitive and behavioral maturation [5, 6]. The involvement of 
avalanches in synaptic pruning, critical period plasticity, functional specialization, and 
network integration highlights their significance in shaping the brain's architecture 
(topology) and function [7, 8, 9]. 

One of the strengths of this article is the integration of experimental findings with a 
computational model, providing a mechanistic understanding of neural avalanches and 
their sensitivity to different parameters. The model allows for the exploration of various 
scenarios and can generate testable predictions for future experiments. 

However, it is important to acknowledge the limitations of my approach. The 
computational model is a simplified representation of the complex dynamics observed 
in real neural systems. It does not capture the full spectrum of regulatory mechanisms, 
such as inhibitory feedback and synaptic plasticity, which may play a crucial role in 
maintaining the critical state and preventing pathological activity [10]. 

Moreover, while I have discussed the potential consequences of supercritical 
dynamics, further research is needed to establish a direct link between neural 
avalanches and specific neurological disorders. Investigating the role of neural 
avalanches in pathological states, such as epilepsy [11], may provide valuable insights 
into the mechanisms underlying these conditions and potential therapeutic 
interventions. 

Future research should focus on bridging the gap between computational models and 
experimental data, incorporating more realistic biophysical constraints and 
investigating the interplay between neural avalanches and other aspects of brain 
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function, such as learning and memory [12]. Additionally, the development of novel 
experimental techniques, such as high-density multi-electrode arrays and optogenetics 
[13], may enable the manipulation and monitoring of neural avalanches with 
unprecedented precision, opening new avenues for understanding their role in brain 
function and dysfunction. 

In conclusion, neural avalanches represent a fundamental organizing principle in the 
brain, optimizing information processing and shaping the development of neural 
circuits. While our current understanding of this phenomenon is substantial, further 
research is needed to unravel the complex dynamics of neural avalanches and their 
implications for brain function and disorders. By combining experimental and 
computational approaches, we can continue to deepen our understanding of this 
fascinating phenomenon and its potential applications in neuroscience and beyond. 

*the author claims no conflict of interest  

Section 5. Attachments: Python Codes: 

Section 5.1: Code 1: Neuro avalanches. 

import numpy as np 

import matplotlib.pyplot as plt 

# Simulation parameters 

num_iterations = 10000 

branching_ratio = 1.2 # Increased branching ratio (supercritical regime) 

dissipation_rate = 0.01 

# Initialize the simulation 

avalanche_sizes = [] 

current_size = 0 

time_steps = [] 

# Run the simulation 

for i in range(num_iterations): 

# Start a new avalanche with probability 1 / (1 + current_size) 

if current_size == 0 or np.random.rand() < 1 / (1 + current_size): 

current_size += 1 

# Propagate the avalanche 
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while current_size > 0: 

# Add the current size to the avalanche sizes 

avalanche_sizes.append(current_size) 

time_steps.append(i) 

# Propagate the avalanche with probability branching_ratio 

num_offspring = np.random.poisson(branching_ratio * current_size) 

current_size = num_offspring 

# Dissipate the avalanche with probability dissipation_rate 

if np.random.rand() < dissipation_rate: 

current_size = 0 

# Visualize the avalanche sizes 

plt.figure(figsize=(10, 6)) 

plt.scatter(time_steps, avalanche_sizes, s=1, alpha=0.5) 

Section 5.2  Supercriticality: 

import numpy as np 

import matplotlib.pyplot as plt 

 

# Simulation parameters 

num_iterations = 10000 

branching_ratio = 1.2  # Increased branching ratio (supercritical regime) 

dissipation_rate = 0.01 

max_avalanche_size = 1e6  # Maximum allowed avalanche size 

 

# Initialize the simulation 

avalanche_sizes = [] 

current_size = 0 

time_steps = [] 

 



P a g e  | 12 
 

# Run the simulation 

for i in range(num_iterations): 

    # Start a new avalanche with probability 1 / (1 + current_size) 

    if current_size == 0 or np.random.rand() < 1 / (1 + current_size): 

        current_size += 1 

 

    # Propagate the avalanche 

    while current_size > 0: 

        # Add the current size to the avalanche sizes 

        avalanche_sizes.append(current_size) 

        time_steps.append(i) 

 

        # Propagate the avalanche with probability branching_ratio 

        if branching_ratio * current_size > max_avalanche_size: 

            current_size = max_avalanche_size  # Cap the avalanche size 

        else: 

            num_offspring = np.random.poisson(branching_ratio * current_size) 

            current_size = num_offspring 

 

        # Dissipate the avalanche with probability dissipation_rate 

        if np.random.rand() < dissipation_rate: 

            current_size = 0 

 

# Visualize the avalanche sizes 

plt.figure(figsize=(10, 6)) 

plt.scatter(time_steps, avalanche_sizes, s=1, alpha=0.5) 

plt.xscale('log') 

plt.yscale('log') 
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plt.xlabel('Time Step') 

plt.ylabel('Avalanche Size') 

plt.title('Neural Avalanche Simulation (Supercritical Regime)') 

plt.show() 
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